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Abstract:

 The accurate assessment of spatiotemporal rainfall variability is a crucial and challenging task in many hydrological applications, mainly due to the lack of a sufficient number of rain gauges. The purpose of the present study is to investigate the spatiotemporal variations of annual and monthly rainfall over Fujian province in China by combining the Bayesian maximum entropy (BME) method and satellite rainfall estimates. Specifically, based on annual and monthly rainfall data at 20 meteorological stations from 2000 to 2012, (1) the BME method with Tropical Rainfall Measuring Mission (TRMM) estimates considered as soft data, (2) ordinary kriging (OK) and (3) cokriging (CK) were employed to model the spatiotemporal variations of rainfall in Fujian province. Subsequently, the performance of these methods was evaluated using cross-validation statistics. The results demonstrated that BME with TRMM as soft data (BME-TRMM) performed better than the other two methods, generating rainfall maps that represented the local rainfall disparities in a more realistic manner. Of the three interpolation (mapping) methods, the mean absolute error (MAE) and root mean square error (RMSE) values of the BME-TRMM method were the smallest. In conclusion, the BME-TRMM method improved spatiotemporal rainfall modeling and mapping by integrating hard data and soft information. Lastly, the study identified new opportunities concerning the application of TRMM rainfall estimates.
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1. Introduction

Rainfall is often one of the most important input parameters in hydrological modeling [1]. Highly accurate estimation of the spatiotemporal rainfall distribution over a geographical region is a crucial component of many scientific studies, such as soil erosion research, disaster forecasting, ecological and environmental management. However, obtaining accurate rainfall data remains a challenging affair mainly due to the lack of a sufficient number of rain gauges in mountainous areas and the inconsistent spatial distribution of rain gauges over different parts of watersheds.

An alternative and reliable method for acquiring rainfall data is spatial interpolation. In recent years, various conventional interpolation methods, such as Thiessen polygon and inverse distance weighted (IDW) [2,3] and geostatistical methods (including different types of kriging and cokriging techniques), have been widely used to produce areal rainfall estimates from point measurements. A number of studies have compared conventional and geostatistical methods by means of cross-validation statistics, and they found that kriging is among the best methods available [4,5,6]. However, geostatistical methods, such as kriging, rather apply formal techniques of pattern fitting (regression analysis, sampling theory, etc.) and do not consider in situ uncertainties and diverse site-specific information sources in a systematic manner [7]. On the other hand, the Bayesian maximum entropy (BME) [8,9] rigorously incorporates the existing dataset uncertainty and provides a mathematical framework for assimilating a wide variety of information sources that are beyond the scope of mainstream kriging methods [10,11]. In particular, BME overcomes many shortcomings of conventional interpolation methods: BME is a nonlinear interpolation method [12,13,14]; it allows for non-Gaussian distributions, in general [15]; and it provides the complete probability law at each space-time point rather than a single estimate [16,17]. Furthermore, BME can assimilate a variety of relevant information sources, by classifying them into a core knowledge base (general (G)-KB; which may include physical laws, primitive equations and theoretical models of space-time dependence) and a site-specific knowledge base (S-KB; including hard data obtained across the site, i.e., measurements that can be considered exact for all practical purposes, as well as soft information, i.e., data with fair or considerable degrees of uncertainty) [18]. BME’s potential to achieve better performance than other methods is mainly due to noticeable progress in its application range, covering an increasing number of fields, including spatial prediction of soil properties [19,20], urban climate research [12], marine geodesy [21], water quality assessment [22], fecal pollution and rainfall patterns [23], spatiotemporal ozone distribution [24,25], fine particulate matter pollution [26], disease risk analysis [27] and the study of epidemic spread [28,29].

Real-world case studies that compared BME and kriging have found that the maps generated using BME are more accurate and reliable than those produced by kriging [20,30]. In Yang et al. [31], BME performed better than both ordinary kriging and regression kriging in the prediction of soil organic matter content. The results obtained by Akita et al. [32] and by Messier et al. [33] showed that BME’s assimilation of secondary information can significantly improve prediction accuracy. These results do not come as a surprise, since, in theory, kriging is a special case of BME under limiting conditions [10]. As a result, BME must perform at least as good as, say, ordinary kriging, in the limiting case that linear estimators and Gaussian distributions are considered, and two-point variogram (covariance) models with hard data are used as KBs. Understandably, even when the same limiting assumptions are imposed on BME, making it theoretically equivalent to kriging, different numerical results, to some extent, may be obtained in practice due to (1) computational and software issues or (2) misunderstanding of the BME theoretical and methodological support (e.g., [34]; and the critique by Kolovos [35]). In view of the above considerations, the issue of optimal space-time estimation in real-world conditions, involving information sources of considerable diversity, needs to be further investigated, including the assimilation of valuable information generated by remote sensing technology, which is one of the objectives of the present study.

In geostatistical interpolation, the rainfall values at ungauged areas can be interpolated from nearby samples in terms of the variogram function [36,37]. Given that all of these gauge-based analyses depend heavily on the density and configuration of the rain gauge network, rain gauge data alone are insufficient to estimate the spatial pattern of rainfall in areas with sparse rain gauge networks [38]. Goovaerts [39,40] argued that considering elevation information as a secondary variable may improve estimation accuracy (which, though, depends on the presence of substantive correlation between primary and secondary variables). Yet, viewing elevation as a secondary variable remains an unsatisfactory modeling assumption in areas characterized by low correlation between rainfall and elevation.

The rapid development of remote sensing technology has offered an unprecedented opportunity to estimate rainfall distributions in terms of radiometric observations. Today, the distributed rainfall estimates from satellite-derived rainfall products, such as TRMM (Tropical Rainfall Measuring Mission), can provide almost global coverage at high spatiotemporal resolutions and distributed rainfall estimates that cover the equivalent of a dense measurement grid, in regions where conventional in situ precipitation measurements are not readily available, much denser than the one comprised by the existing rain gauge networks. Therefore, for areas with sparse rain gauge networks, satellite-derived rainfall estimates can largely compensate for the aforementioned deficiencies of ground-based rainfall measurements [41,42].

In light of the issues discussed above, we propose that the BME-TRMM approach can be used to interpolate rainfall in areas with sparse rain gauge observations. We evaluate the accuracy and reliability of TRMM rainfall estimates in the Fujian area (China), and also, we assess the feasibility of considering TRMM rainfall estimates as soft data to improve the accuracy of spatiotemporal BME interpolation (mapping). Moreover, we compare the BME-TRMM approach with the geostatistical techniques of ordinary kriging (OK) and cokriging (CK). The remainder of the paper is organized as follows: Section 2 provides a brief introduction to the study area and the available datasets. Section 3 is dedicated to the description of the methods used in this work. The study’s results are discussed in Section 4, where the rainfall characteristics of the study area (Fujian province) are analyzed and comparative maps of spatiotemporal rainfall distribution are generated. Furthermore, a numerical validation analysis is presented. Finally, the work’s conclusions are discussed in Section 5.



2. Study Area and Datasets


2.1. Study Area

The present study focused on Fujian province, which lies along the southeastern coast of China, covering an area of approximately 120,000 km2, with relevant coordinates ranging from 115°50′E to 120°47′E and from 23°30′N to 28°19′N (Figure 1). The maximum dimensions of the area are approximately 480 km (east to west) and 530 km (north to south). The area’s climate is representative of a typical subtropical monsoon climate with abundant rainfall. The average annual rainfall is between 1400 and 2000 mm, with an overall trend of decreasing rainfall from the northwest to the southeast part of the area. The temporal distribution of rainfall over Fujian province exhibits apparent seasonal differences, including characteristically wet (March through September) and dry (October through February) seasons. Most rainfall occurs during the rainy season, which accounts for about 80% to 90% of the annual rainfall.

Figure 1. Location map of Fujian province showing the distribution and locations of the 20 rain gauge stations within the area.
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2.2. Rain Gauge Data

The ground-based observations used in the present study were collected by the China Meteorological Data Sharing Service System [43]. Specifically, the available dataset consisted of daily rainfall records obtained during the time period 2000 to 2012 at the 20 rain gauges scattered across Fujian province (Figure 1). The statistical information about the annual and monthly rainfalls obtained from the daily rainfall records is displayed in Table 1 and Table 2. For comparative analysis purposes, the data used to perform the monthly interpolation of the rain gauge data were the average monthly rainfall observations at the 20 stations during the 13-year period. These rain gauge data were used for ground truthing, and they were defined as the primary variable X suitable for spatiotemporal interpolation purposes.

Table 1. Statistics for the dataset of the annual rainfall from 20 rain gauge stations.


	Statistical Magnitude
	Values
	Statistical Magnitude
	Values





	Count a
	260
	Standard deviation
	419.03 (mm)



	Minimum
	689.5 (mm)
	Median
	1585.38 (mm)



	Maximum
	2849.35 (mm)
	Skewness
	0.26



	Mean
	1602.99 (mm)
	Kurtosis
	2.56





a Count: number of annual/monthly rain gauge data (20 stations × 13 years = 260 samples or 20 stations × 13 years × 12 months = 3120 samples).




Table 2. Statistics for the dataset of monthly rainfall from 20 rain gauge stations.


	Statistical Magnitude
	Values
	Statistical Magnitude
	Values





	Count
	3120
	Standard deviation
	117.81 (mm)



	Minimum
	0 (mm)
	Median
	124.55 (mm)



	Maximum
	886.75 (mm)
	Skewness
	1.6239



	Mean
	134.23 (mm)
	Kurtosis
	6.4883














2.3. Satellite Rainfall Data (TRMM 3B42)

TRMM estimates tropical precipitation from space sensors using a suite of rain retrieval algorithms. The TRMM 3B42 estimates that were employed in this study are produced at a temporal resolution of 3 h and a spatial resolution of 0.25°. The major inputs to the TRMM 3B42 algorithm are infrared estimates from geostationary satellites and microwave estimates from the TRMM microwave imager (TMI), special sensor microwave imager (SSM/I), Advanced Microwave Sounding Unit (AMSU) and Advanced Microwave Sounding Radiometer-Earth Observing System (AMSR-E) [44].

The TRMM 3B42 estimates were produced in four phases [44]: (1) the microwave estimates are calibrated and combined; (2) infrared estimates are created using the calibrated microwave rainfall data; (3) both estimates are combined; and (4) an indirect rescaling to monthly ground data is applied. In this study, the TRMM 3B42 dataset covering the study area was downloaded from Goddard Earth Sciences Data and Information Services Center. The daily aggregated rainfall was obtained by summing all eight sets of 3-h rainfall totals for a given day, as were the monthly and annual aggregated rainfall. These preprocessed TRMM 3B42 estimates were subsequently defined as the secondary variable Y in the relevant interpolation methods.




3. Methods

In this study, data verification was carried out on the rain gauge data for consistency analysis, and the validation of TRMM 3B42 estimates was implemented for quality assessment in Fujian province before space-time interpolation and comparative analysis.


3.1. Consistency Analysis of Rain Gauge Data

In order to ensure that the trends in the observations are due to meteorological causes rather than to changes in gauge location, equipment location or observational method, it was necessary to perform rain gauge data consistency checks. DMC (double-mass curve) analysis [45] was employed to check and adjust inconsistency in the rain gauge record. DMC theory is based on the fact that a plot of the two cumulative quantities (i.e., rainfall accumulation at a given station and average accumulation for a group of surrounded stations) during the same period follows a straight line so long as the proportionality between the two remains unchanged, in which case the slope of the line represents this proportionality [46]. A break in the DMC slope means that a change in the constant of proportionality between the two variables has occurred or, perhaps, that the proportionality is not a constant at all rates of accumulation. In hydrologic studies, DMC is often represented by a plot of two variables: the rainfall accumulation at a given station and the average accumulation at a group of surrounded stations. The consistency of rain gauge records was checked by examining the tendency of the DMC slope, and adjustments for inconsistencies were carried out according to the equation:
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(1)




where P is the rainfall observation, P' is the adjusted rainfall, tan ɑ is the slope of the original DMC and tan ɑ' is the slope of the inconsistent section of the DMC [45].


3.2. Validation of TRMM 3B42 Estimates and Soft Data Modeling


3.2.1 Validation of TRMM 3B42 Estimates

The accuracy and reliability of TRMM rainfall estimates have been assessed in recent studies [47,48,49]. However, the performance of the TRMM estimates varies from place to place. Hence, it is always necessary to evaluate the performance and accuracy of TRMM estimates with rain gauge data, before using them for localized applications.

Generally, for localized accuracy and reliability assessments, TRMM rainfall estimates should be calibrated and validated using rain gauge networks that are considered to be accurate. In this study, a validation approach was proposed for the TRMM 3B42 estimates against the ground-based rain gauge measurements within Fujian province at the monthly and annual temporal scales, for 13 concurrent years (2000 to 2012). The coefficient of determination, which is the square of the correlation coefficient (R) of the best fit linear regression line, was used to compare the statistical fit of the TRMM 3B42 estimates to the ground-based rain gauge data.



3.2.2 Soft Data Modeling

Some disagreement between satellite data and rain-gauge data is, however, expected because of the very different sampling patterns of the two systems: the satellite provides only occasional snapshots of large areas, whereas rain gauges provide continuous measurements over very small areas. Thus, two steps were performed in order to improve interpolation accuracy. Firstly, based on the existing correlation between TRMM 3B42 estimates and rain gauge data, a linear regression line was fitted between the two during the period 2000 to 2012, at the annual and the monthly scales. This resulted in an empirical model of the form:
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(2)




where P* is the fitted annual or monthly TRMM rainfall estimate, P is the rain gauge annual or monthly rainfall measurement and a, b are regression coefficients.
Secondly, the fitted TRMM data P* were used to generate the probabilistic soft data. The soft data were expressed in terms of Gaussian distributions, because of the good fit of these distributions to the P* values. For illustration, the fitted distribution and the histogram plots for two years are displayed in Figure 2. Then, soft datasets of annual and monthly TRMM rainfall were calculated in the study area between 2000 and 2012. The mean and variance were given by, respectively,

Figure 2. Histogram of TRMM annual estimates and fitted Gaussian distribution in 2000 (a) and 2005 (b).
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(3)
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(4)




where i is the number of the year or month and n is the total number of years or months considered.





3.3. Spatiotemporal BME Analysis

Many space-time interpolation techniques, such as cokriging (CK), account for secondary hard data using the statistical cross-correlation between the primary and the secondary variables. However, they do not account for secondary variables linked to the primary variable by means of an empirical law in uncertain in situ conditions, which can be used to generate useful soft data. On the other hand, the BME spatiotemporal mapping method can account for empirical laws and soft data, such as above, in a mathematically-rigorous and physically-meaningful manner. The soft data, in particular, may take the form of interval values, fuzzy sets and probability functions and subsequently used by BME to improve space-time modeling and estimation.



The main methodological steps of BME are shown in Figure 3: The first step derives the prior probability density function (pdf), fG(P), of rainfall P that is maximally informative, given the available G-KB that is mathematically expressed by the vector function g. In this paper, mean and covariance functions are used as general knowledge (known as G-KB). In fact, mean and covariance functions represent trends and spatial/spatiotemporal interactions (dependencies) of data, respectively. G-KB is described by spatial/spatiotemporal covariance, which is fully based on observed rainfall values. In the second step, the S-KB concerning the phenomenon of interest (including hard data and soft data) is collected and translated into the mathematical functions ξS. In this study, soft data of rainfall are assumed to be in the shape of probability functions. In the final step, the posterior (conditional) pdf, fK(P), is obtained based on the integration of the prior pdf fG(P) derived in the first step and the site-specific function ξS developed in the second step. The posterior rainfall pdf fK(P) is then calculated in terms of the solution of the set of equations [10]:

Figure 3. Flow chart of the Bayesian maximum entropy (BME) method. G-KB, general knowledge base; S-KB, site-specific KB.
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(5)
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(6)




where [image: there is no content] denotes the mean value of the vector function g; and A is a normalization parameter. The spatiotemporal BME method has a number of attractive features compared to mainstream interpolation techniques, like geostatistical kriging:

	-

	It makes no restrictive assumptions concerning the linearity and normality of the interpolator (nonlinear interpolators and non-Gaussian laws are automatically incorporated).



	-

	It can synthesize various kinds of KBs (core and site-specific) in a general and unified manner, and it can readily consider uncertain yet valuable information at the interpolation points themselves, when available.



	-

	It offers a more sound characterization in terms of the complete estimation pdf at every space-time point. These pdf may have different shapes (non-Gaussian, in general). Based on the pdf one, can calculate a number of possible rainfall estimates (mean, mode, median, etc.) with their associated probabilities, accuracies and confidence intervals.



	-

	It derives certain mainstream geostatistics and space-time statistics techniques (e.g., statistical regression and kriging) as its special cases, thus demonstrating BME’s generalization power (e.g., when the G- and the S-KB are restricted to a two-point variogram and hard data, respectively, the BME obtains OK as its special case).







3.4. Model Evaluation

The cross-validation method is used to select the best variogram model among several candidates (the variogram models chosen for this study are discussed in Section 4.3.1 below). Accordingly, the accuracy of the candidate models was measured by the mean absolute error (MAE), which is a measure of the sum of the absolute residuals (estimated-actual values), and the root mean square error (RMSE), which is the square root of the sum of the squared residuals. Small MAE values indicate a model with few errors, whereas small RMSE values indicate more accurate estimates on a point-by-point basis.

Numerically, the MAE and RMSE values are calculated, respectively, by:
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(7)




and:
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(8)




where n is the number of sample stations used in the validation sets, Pi are the observed values and [image: there is no content] are the estimated values.



4. Results and Discussion


4.1. Rain Gauge Data Consistency Results and Analysis

For illustration purposes, Figure 4 shows the results of the DMC analysis at the Changting rain gauge station, in which the horizontal axis denotes the cumulative average annual rainfall of five rain gauge stations around Changting and the vertical axis denotes the cumulative rainfall at the Changting station during 13 years. These results demonstrated the very high consistency of the Changting rain gauge station. Results for other gauge-measured rainfall generally showed similarly high consistencies with minimum and maximum R2 values of 99.6% and 99.9%.

Figure 4. Double-mass curve for Changting rain gauge station (the locations of the station numbers can be seen in Figure 1).
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Specifically, the DMC results for all stations show that the records are consistent at all 20 stations identified in Figure 1, although the points scatter slightly on both sides of the line. This implies that the observed marginal differences in gauge-based data were not the result of meteorological influences. Therefore, there are no inconsistencies to be adjusted for the candidate 20 gauge stations during the 13 years considered in the present study.





4.2. Evaluation of TRMM 3B42 Estimates

Figure 5 shows scatter plots and linear regression equations (with 99% significance) of data from rain gauge stations vs. TRMM 3B42 estimates at two temporal scales, annual and monthly. Excellent agreement with the rain gauge data was observed for the TRMM 3B42 estimates at both annual and monthly scales with R2 values equal to 0.78 and 0.84, respectively. However, the TRMM 3B42 estimates were overall slightly smaller than the rain gauge observed values. This result is probably related to spatiotemporal inconsistencies between TRMM 3B42 estimates and ground-based rain gauge data. TRMM/TMI data products are the retrieval results of observed microwave brightness temperature, combined with a cloud numerical model and a radiative transfer model. The underlying surface background radiation has an impact on the TMI retrievals. For example, the TMI overestimates deep convective rain and stratiform rain, whereas it underestimates shallow convective rain [50]. Accordingly, the underestimation of TRMM 3B42 in the Fujian area is likely caused by its shallow convective rain [51]. However, the high consistency of rain gauge data and TRMM 3B42 estimates indicates that the rainfall of the TRMM 3B42 estimates is reliable at both the annual and the monthly scales.

Figure 5. Scatter plots of annual (left) and monthly (right) rainfall at 20 rain gauge stations vs. TRMM 3B42 estimates (2000 to 2012).
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4.3. Comparative Spatiotemporal Rainfall Mapping

Figure 6 shows the correlation between average annual rainfall from 2000 to 2012 and the elevation of the 20 stations. The correlation coefficient (R) between the graphs of two datasets is only about 0.29.

Figure 6. The relationship between average annual rainfall (y) and elevation (x) before estimation.
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Due to the low-level spatiotemporal correlation between elevation and the average annual rainfall calculated in the study area, the effect of altitude on rainfall was not considered in this work. This means that spatiotemporal mapping can focus on annual and monthly rainfalls over the entire study area according to the aforementioned data analysis by means of the BME-TRMM method. Then, the results can be compared to those of the OK and CK techniques. In order to facilitate the discussion, below, we present and discuss the comparisons separately (OK vs. CK vs. BME, monthly vs. annual rainfall, etc.).


4.3.1. Spatiotemporal Distribution of Annual Rainfall

Since one of the goals of the present study is to compare the performance of different space-time modeling and mapping techniques, the annual rainfall dataset for the entire period of study consisted of two parts:

(1) Primary hard data (observations at 20 stations during 13 years), Xa-hard, and the secondary hard data, Ya-hard (fitted annual TRMM data obtained by the empirical model of Equation (2)).

(2) Soft data of the Gaussian probabilistic form, Ya-soft, computed by Equations (3) to (4) with input parameters the TRMM data obtained from Equation (2).

Experimental variograms were calculated based on the hard data above, using standard geostatistics [52]. Then, primary fitting of experimental variograms (primary theoretical variogram) was carried out using the GS + software. The resulting experimental variogram together with the fitted theoretical variogram (Gaussian model) are plotted in Figure 7. The parameters of the Gaussian model were calculated based on the goodness of fit (maximum correlation coefficient) criterion, as follows: nugget = 18,700, sill = 248,400 and range = 404,433. The parabolic shape of the variogram at the lag origin indicates a rather smooth variation of the rainfall values across space.

Figure 7. Experimental variogram (squares) and theoretical (Gaussian) variogram (continuous line) for annual rainfall.
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In the OK method, only Xa-hard were directly used to interpolate and generate rainfall prediction maps. In the CK method, a linear combination of data including Xa-hard and Ya-hard was used in rainfall interpolation. Finally, the BME mapping method incorporated Xa-hard and a set of probabilistic soft data Ya-soft to account for the empirical relationship of Equation (2). For illustration purposes, Figure 8 shows the annual rainfall maps during 2012 generated by the three methods.

Figure 8. A subset of ordinary kriging (OK) (left), cokriging (CK) (middle) and BME (right) annual rainfall maps (year 2012).
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Comparing the rainfall maps (OK, CK, BME) in Figure 8, it is clear that all three maps display a definite rainfall pattern over the region: rainfall decreases progressively from the northwestern mountains to the southeastern coast. One can observe a rather uneven spatial distribution of rainfall values with significant differences in magnitude. High rainfall occurs in the regions between 117° and 119° longitude and 27° and 28° latitude with average annual rainfall exceeding 2000 mm, whereas low values occur between 117° and 119° longitude and 23° and 25° latitude with average annual rainfall below 1500 mm. Intermediate values occur in the middle region with average annual rainfall between 1500 and 1700 mm.

The spatial distribution of the OK rainfall estimates is represented by a continuous and smooth surface, which, though, does not accurately represent the thermal and dynamic forcing mechanisms of the local topography. In contrast, the map produced by the BME method is more informative, represented by a surface with reduced smoothness (compared to the maps produced by OK and CK) and reflecting accurately the local variations of rainfall throughout the region.



4.3.2. Spatiotemporal Distribution of Monthly Rainfall

Similar to the annual rainfall dataset, the monthly rainfall datasets were grouped into hard and soft data. The monthly hard data, Xm-hard, consisted of average monthly rainfall values at 20 stations during a 13-year period, and the average fitted monthly TRMM data, Ym-hard. The monthly rainfall soft data, Ym-soft, were calculated from Equations (3) and (4) based on TRMM average monthly rainfall estimates.

Figure 9 shows the results obtained by the three methods of rainfall mapping considered in this work (OK, CK and BME). What the three methods share is that they all provide valuable space-time visualizations of the considerable geographical variation and temporal seasonality of rainfall throughout the study region. The change in the spatial rainfall pattern from month to month is clearly depicted in all maps. The spatial trend in the rainfall distribution decreases from the northwest to the southeast, with the maximum exceeding 200 mm during spring (March to May), whereas an inverse trend is evident during autumn (September to November). Abundant rainfall was observed throughout the region with the maximum value (>600 mm) occurring during the summer months (July to August), whereas the opposite is true during the winter months (December to January). Variation in the temporal rainfall pattern is also clearly visible, with much higher rainfall levels during spring and summer and much lower rainfall levels during autumn and winter. Important differences between the three methods of space-time modeling and interpolation are also evident in the maps.

Figure 9. A subset of OK (top), CK (middle) and BME (bottom) mean monthly rainfall maps (month of March, June, September and December, from left to right).
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Figure 8 and Figure 9 also show that the BME-TRMM model predicts noticeable spikes (high levels) of rainfall at individual stations surrounded by much lower rainfall estimates. These spikes appear because of the dense gradient between them and the values at the surrounding grid nodes. We consider these isolated high levels as a natural consequence of the significant spatial heterogeneity of the observations (at the specified stations and at neighboring points). To test the spatial rainfall heterogeneity, the q-statistic [53] approach was applied to the BME results with three strata partitioned by rainfall. The results are presented in Figure 10. The q-statistic approach is used to measure the degree of spatially-stratified heterogeneity and to test its significance. There are many spatially-stratified heterogeneous phenomena, such as administrative units, differences in the population densities in different areas, climates or ecological zones or the distribution of soil types, land use and land cover.

Figure 10. Spatial heterogeneity of BME rainfall estimates in the Fujian area in 2012. Red lines divide the data into three strata, q = 0.67*** (p = 2.13 × 10−5). p is the probability of q-statistic; the value of the statistic must be within [0, 1], where zero denotes zero spatial heterogeneity and one denotes complete heterogeneity; *** denotes statistical significant at level smaller than 10−3.
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Unlike OK, the BME successfully identifies important local variations in the rainfall distribution. Furthermore, the theoretical differences between the three space-time methods lead to quantitative differences between the OK, CK and BME maps of rainfall distribution, which are assessed numerically in the following section.








4.4. Cross-Validation Assessment Results

In this section, the observations obtained by rain gauges are used to validate the results obtained by the three methods. BME’s performance is further assessed by comparing it to the commonly-used OK and CK interpolation methods.

The results of the cross-validation approach are shown in Figure 11. In this figure, the left and right columns display annual and monthly rainfall estimates, respectively. Overall, there are no considerable differences between the results of the three methods. As is seen in Figure 11a and c, compared to OK, the CK with TRMM as a covariant leads to lower MAE and RMSE values during all years considered, which indicates that the CK-TRMM performs better than OK in estimating annual rainfall in Fujian province. This happens because the TRMM estimates effectively complement the rainfall observations. On the other hand, the BME with TRMM as soft data performs better than CK during most years, except for the years 2003 and 2010, when BME-TRMM gives higher (2003) or similar (2010) MAE and RMSE values compared to those of given by CK-TRMM. To gain some computational insight, the absolute error of the BME estimates was compared to that of the CK estimates at each station during the years 2003 and 2010. It was found that the absolute BME interpolation error was rather high at some stations. As it turned out, this was due to the inadequate fit between the TRMM estimates and the gauge data for the specific two years that were subsequently used as an input to BME. Indeed, following a careful analysis of the results of the linear regression model fitted to the auxiliary variable TRMM estimates vs. the host variables rain gauge data, it was found that the relative error was high in the years 2003 and 2010 compared to the errors during the other years (although the coefficient of determination, R2, of the model was very high). In addition, the stations used for modeling purposes were too few to provide accurate fit results; therefore, when these results were converted into the soft format used in BME mapping, the absolute error of the estimated values was particularly high at some stations.

Figure 11. Results of the cross-validation approach for annual/monthly rainfall for (a) MAE-annual, (b) MAE-monthly, (c) RMSE-annual and (d) RMSE-monthly.
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Similar conclusions were drawn regarding the MAE and RMSE values of the monthly rainfall estimated by OK, CK and BME between January and December of 2002 (see Figure 11b,d). Moreover, the same trend in the MAE and RMSE values was observed in the annual rainfall results. All of the comparisons above show that, in general, BME-TRMM produces more accurate rainfall estimates than CK-TRMM and OK over the region of interest.

In summary, based on the numerical comparisons above, the two evaluation criteria demonstrated the considerable advantage of using TRMM estimates to complement rain gauge data deficiencies. It was also shown that the BME-TRMM technique produces results that are clear improvements in rainfall estimation in Fujian province compared to the OK and CK techniques (e.g., BME-TRMM generated realistic and more accurate spatiotemporal rainfall maps in most years and months, with the exception of two years in which estimation suffered from soft data inadequacy).




5. Conclusions

TRMM 3B42 rainfall estimates were validated in terms of ground observations at 20 independent rain gauges, and soft data derived from TRMM 3B42 rainfall estimates were generated by regression modeling. The spatiotemporal patterns of annual and monthly rainfall between the years 2000 and 2012 were analyzed by BME, which adequately integrates hard data from the 20 rain gauge data with the soft TRMM 3B42 estimates mentioned above. The study of the BME-TRMM maps revealed the existence of spatiotemporal rainfall trends in Fujian region. Firstly, there is a distinct spatial variation in the rainfall levels throughout the region of interest. The different interpolation techniques considered in the present work revealed strong regional trends, with a rainfall decrease from the northwest to the southeast parts of the region. Secondly, annual rainfall fluctuations were clearly observed (in the Fujian region, the rainfall amount varied between 690 and 2800 mm/year.). Secondly, seasonal patterns were very strong, with rainfall differences between the dry and wet seasons exceeding 500 mm. An increasing trend is observed from March to August, with most rainfall occurring during May and June. Lastly, a decreasing rainfall trend occurs between September and December.

The performance of the combined BME-TRMM method was further assessed by comparing it to the commonly-used OK and CK techniques. It was demonstrated that TRMM rainfall estimates (covering most parts of the Earth) can improve spatiotemporal interpolation accuracy by effectively complementing the low density of rain gauge networks. BME with TRMM as soft data offered a more realistic picture of the phenomenon by accounting for more local variations than did OK and CK, at both the annual and monthly scales. The MAE and RMSE results showed that the rainfall maps generated by the BME-TRMM method are more accurate and informative than those generated by the OK method and also superior to those produced by the CK method with TRMM as a covariant, during most years and months.

In sum, the comparative analysis of the three methods considered in this work demonstrates that rainfall interpolation reliability can be improved by accounting for satellite-derived estimates (e.g., TRMM estimates). Furthermore, the analysis shows that the BME method with TRMM as soft data has certain advantages in the modeling and mapping of spatiotemporal rainfall patterns.
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