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Abstract: Drought is one of the most severe climatic calamities, affecting many aspects of the environ-
ment and human existence. Effective planning and decision making in disaster-prone areas require
accurate and reliable drought predictions globally. The selection of an effective forecasting model
is still challenging due to the lack of information on model performance, even though data-driven
models have been widely employed to anticipate droughts. Therefore, this study investigated the
application of simple extreme learning machine (ELM) and wavelet-based ELM (W-ELM) algorithms
in drought forecasting. Standardized runoff index was used to model hydrological drought at differ-
ent timescales (1-, 3-, 6-, 9-, and 12-month) at five Wadi Mina Basin (Algeria) hydrological stations.
A partial autocorrelation function was adopted to select lagged input combinations for drought
prediction. The results suggested that both algorithms predict hydrological drought well. Still, the
performance of W-ELM remained superior at most of the hydrological stations with an average
coefficient of determination = 0.74, root mean square error = 0.36, and mean absolute error = 0.43.
It was also observed that the performance of the models in predicting drought at the 12-month
timescale was higher than at the 1-month timescale. The proposed hybrid approach combined ELM’s
fast-learning ability and discrete wavelet transform’s ability to decompose into different frequency
bands, producing promising outputs in hydrological droughts. The findings indicated that the
W-ELM model can be used for reliable drought predictions in Algeria.

Keywords: standardized runoff index; drought indices; extreme learning machine; wavelet transform;
Algeria

1. Introduction

A lack of precipitation that interferes with human, crop, and animal life cycles is
called a drought. Water resources, desertification, soil degradation, and food security
are all severely affected by drought [1]. Extreme drought occurrences were recently pre-
dicted to occur frequently and intensely [2]. The primary difference between drought and
other natural occurrences is the slow onset of drought. Drought is routinely predicted
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using several meteorological conditions and drought indicators on a monthly or seasonal
timescale [3]. Yet, it continues to be one of the least understood natural occurrences due
to its unpredictability, high complexity, and nonlinearity [4,5]. Therefore, it is crucial to
create prediction systems to give early warning of the need for mitigation and adaptation
measures because of the associated serious social and environmental implications [6].

According to how long they last, droughts are divided into four categories: hydrologic,
meteorological, socioeconomic, and agricultural droughts [7,8]. It is necessary to define
the characteristics of a hydrologic drought, such as a lack of groundwater supplies or
streamflow deficiencies, and variables for a meteorological drought, such as transpiration,
evaporation, and precipitation. Water storage resilience and inflow–demand reliability
are also required for socioeconomic drought. Lastly, defining evaporation stress and soil
moisture deficiency is necessary for agricultural drought. Governments, stakeholders,
academics, and the general public pay particular attention to hydrological drought because
of its disastrous effects on groundwater and surface water supplies. Hence, hydrological
drought monitoring, forecasting, and mitigation are essential for protecting water resources
and long-term economic viability.

Several drought indices, such as the standardized runoff index (SRI), standardized
precipitation index (SPI), standardized precipitation evapotranspiration index (SPEI), stan-
dardized hydrological drought index (SHDI), soil moisture drought index (SMDI), surface
water supply index (SWSI), and Palmer drought severity index (PDSI), can be used to
monitor hydrological and meteorological drought [9]. These indicators have been widely
used because of their simplicity and adaptability for predicting, measuring, and monitoring
drought throughout different timeframes [10–12]. Furthermore, Ali et al. [13] introduced a
composite drought index designed to encompass meteorological drought (SPI), agricultural
drought (sETI and SSI), and hydrological drought (SRI).

Traditional time series and machine learning models differ in data analysis speed
and flexibility [14]. For instance, Dikshit et al. [15] predicted drought in New South
Wales, Australia using an artificial neural network (ANN) and support vector regression
(SVR) forecasting models. The results revealed that ANN (coefficient of determination:
R2 = 0.86) outperformed SVR (R2 = 0.75) in anticipating temporal drought trends. Sattar
et al. [16] evaluated the hydrological and meteorological droughts using the Markov
Bayesian classifier model. The model was 36 to 76% accurate in predicting meteorological
drought, whereas it was 33 to 70% accurate in predicting hydrological drought.

Using optimized ANN models, Nabipour et al. [17] predicted short-term hydrological
droughts using biogeography-based optimization, particle swarm optimization (PSO), salp
swarm algorithm (SSA), and grasshopper optimization algorithms. The hybrid ANN model
outperformed the conventional ANN when combined with the PSO algorithm. R2 = 0.68
and root-mean-square error (RMSE) = 0.58 for SHDI1, R2 = 0.81 and RMSE = 0.45 for
SHDI3, and R2 = 0.82 and RMSE = 0.40 for SHDI6 were the results of the best models.
Considering humidity, temperature, and precipitation, Jehanzaib et al. [12] examined six
machine learning methods for hydrological drought forecasting in the Han River basin,
South Korea. The decision tree (DT) technique outperformed in all watersheds, with an
average Nash–Sutcliffe efficiency (NSE) of 0.87, RMSE of 0.34, mean absolute error (MAE)
of 0.26, and R2 of 0.89. The DT method exhibited the most accurate assessment criteria and
computation time results.

Algeria, although the biggest African nation, has few water supplies, with almost 40%
of the population experiencing water scarcity. The country is mostly arid and dry, with only
a few inches of rain each year. In the last few decades, prolonged drought has become a
typical occurrence that negatively impacts the agricultural output in Algeria [18,19]. Achite
et al. [20] tested several machine learning methods for predicting hydrological drought
in the Wadi Ouahrane basin, Algeria. Several evaluation metrics were used to assess the
adaptive neuro-fuzzy inference system, ANN, DT, and support vector machine (SVM)
models. The SVM model outperformed the others, with an average MAE of 0.19, R2 of
0.90, RMSE of 0.28, and NSE of 0.86. In order to anticipate SPI indices in the Algerian Wadi
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Ouahrane basin for different timeframes, Achite et al. [21] used the Bayesian averaging
model with several ANNs. The models comprised optimized ANN models using PSO, SSA,
water strider algorithm, and sine cosine algorithm. The optimization algorithms enhanced
the accuracy of ANN models for drought forecasts.

In the existing literature, several models have been developed for predicting and
monitoring drought, encompassing a wide range of temporal and spatial scales. While
these models have significantly contributed to our understanding of drought dynamics,
there remains a crucial gap that our study seeks to address.

The primary gap in the literature pertains to the integration of extreme learning
machine (ELM) and discrete wavelet transform (DWT) techniques for estimating multiscale
SRI-based hydrological drought values. While previous studies have explored various
machine learning and statistical approaches for drought prediction, the combination of ELM
and DWT in the context of drought forecasting has not been extensively investigated. This
novel hybrid approach holds the potential to provide more accurate and timely predictions
of hydrological droughts, especially at multiple temporal scales.

Furthermore, our study extends beyond the mere application of ELM and DWT by
incorporating partial autocorrelation function (PACF) graphs to optimize the selection of
input combinations for the model. This addition adds another layer of sophistication to our
approach, allowing us to identify the most effective input variables for drought prediction.

2. Study Area Description

The Wadi Mina basin in northwest Algeria was selected as the study area (Figure 1).
It lies between 34◦41′57′′ N and 35◦35′27′′ N and between 00◦22′59′′ E to 01◦09′02′′ E. Its
altitude varies from 164 to 1327 m, with an area of 4900 km2. It has complex and rugged
topography and a continental climate with substantial temperature variations. The Wadi
Mina, the main and last tributary on the left bank of the Wadi Chelif, runs 135 km from
south to north [22]. It is limited to the northeast by the Ouancharis mountains, to the
northwest by the Bani Chougrane mountains, to the west by the Saida mountains, to the
southeast by the Frenda mountains, and in the south by the high plateau.

For the ground vegetation cover, scrubs account for 32% and forests and cereal crops
account for 35.8%. The average yearly temperature ranges between 16 and 19.5 degrees
Celsius. The yearly precipitation averages 500 to 250 mm, most falling between November
and March [22]. This study obtained monthly runoff data for five hydrometric stations from
1974 to 2009 (Table 1 and Figure 1). Specifically, we obtained this dataset from the Agence
National des Ressources Hydriques (ANRH), the National Water Resources Agency, and
we duly acknowledged their contribution to our paper.

Table 1. Characteristics of gauging stations.

ID Name Elevation
(m)

Basin Area
(km2) Latitude Longitude

H1 013402 Oued Abtal 210 4126 35◦29′26.28′′ N 0◦41′00.49′′ E

H2 013401 Sidi Abdelkader
Djillali 241 480 35◦28′46.05′′ N 0◦35′19.99′′ E

H3 013302 Ain Hammara 285 2480 35◦23′50.09′′ N 0◦40′33.19′′ E
H4 013001 Kef Mehboula 502 680 35◦18′05.21′′ N 0◦50′47.89′′ E
H5 013301 Takhmaret 634 1553 35◦06′20.08′′ N 0◦38′46.54′′ E

Data were examined for homogeneity using the double mass curve, linear regression,
and Mann–Whitney test procedures to ensure quality. The technique found a few inho-
mogeneities, and the irregular data were corrected using data from nearby dependable
stations [23].

Runoff data from these five stations were analyzed statistically to evaluate runoff
variability in the study area (Table 2). These preliminary statistical analyses included
measures of central tendency (mean and median), dispersion (standard deviation SD and
coefficient of variation CV), and distribution (skewness Cs and kurtosis Ck).
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Figure 1. Map of the study area along with located hydro-meteorological stations.

Table 2. Descriptive statistics of monthly and annual runoff in Wadi Mina basin (1974–2009).

HS1 J F M A M J J A S O N D Ann.

Min (m3/s) 2.051 2.517 2.677 1.897 2.245 0.925 0.912 0.845 1.780 3.494 1.975 1.531 1.904
Max (m3/s) 1.630 2.679 3.080 2.518 3.053 1.414 1.654 1.694 2.362 5.044 2.700 1.635 0.975

Mean (m3/s) 2.051 2.517 2.677 1.897 2.245 0.925 0.912 0.845 1.780 3.494 1.975 1.531 1.904
SD (m3/s) 1.630 2.679 3.080 2.518 3.053 1.414 1.654 1.694 2.362 5.044 2.700 1.635 0.975
Kurtosis −1.000 1.695 1.909 6.498 3.290 0.816 3.586 5.509 5.676 12.940 2.554 2.690 −1.312

Skewness 0.497 1.447 1.471 2.301 1.836 1.446 2.007 2.404 2.202 3.130 1.813 1.695 −0.077
CV 79.452 106.427 115.074 132.752 135.951 152.785 181.393 200.400 132.640 144.354 136.715 106.772 51.193

HS2 J F M A M J J A S O N D Ann.

Min (m3/s) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001
Max (m3/s) 1.094 1.056 4.200 0.624 0.599 0.450 2.112 0.292 0.856 1.619 1.628 0.737 0.492

Mean (m3/s) 0.214 0.223 0.337 0.112 0.084 0.056 0.113 0.027 0.091 0.256 0.227 0.167 0.159
SD (m3/s) 0.251 0.268 0.723 0.158 0.127 0.110 0.416 0.070 0.171 0.414 0.347 0.182 0.130
Kurtosis 4.697 1.421 24.475 3.910 7.172 5.530 18.084 10.613 11.179 4.871 7.488 2.769 −0.173

Skewness 1.941 1.353 4.628 2.005 2.454 2.449 4.271 3.331 3.060 2.216 2.582 1.664 0.766
CV 116.87 119.96 214.69 141.31 151.66 197.68 369.04 257.85 188.04 161.58 152.78 109.04 81.89

HS3 J F M A M J J A S O N D Ann.

Min (m3/s) 0.408 0.178 0.096 0.030 0.006 0.000 0.000 0.000 0.017 0.064 0.122 0.318 0.370
Max (m3/s) 3.700 5.409 8.058 3.269 8.417 2.758 3.527 11.172 10.010 19.435 6.713 2.874 2.541

Mean (m3/s) 1.211 1.325 1.455 0.939 0.979 0.408 0.292 0.647 1.357 2.856 1.492 1.072 1.169
SD (m3/s) 0.839 1.195 1.645 0.822 1.857 0.547 0.607 1.869 2.025 4.098 1.613 0.652 0.539
Kurtosis 2.667 3.961 7.031 0.917 13.191 9.248 24.151 30.908 9.796 7.398 2.960 0.634 0.492

Skewness 1.730 1.956 2.448 1.234 3.677 2.676 4.604 5.429 2.955 2.534 1.902 1.145 0.829
CV 69.325 90.178 113.042 87.520 189.731 133.982 207.598 288.936 149.268 143.481 108.142 60.800 46.093
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Table 2. Cont.

HS4 J F M A M J J A S O N D Ann.

Min (m3/s) 0.010 0.008 0.004 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.006 0.006 0.022
Max (m3/s) 3.150 2.750 2.641 2.200 3.369 0.800 0.223 1.219 1.921 3.500 2.600 3.200 1.194

Mean (m3/s) 0.447 0.468 0.465 0.283 0.305 0.116 0.030 0.088 0.292 0.511 0.398 0.398 0.317
SD (m3/s) 0.632 0.692 0.706 0.469 0.607 0.191 0.046 0.222 0.495 0.786 0.509 0.632 0.209
Kurtosis 9.108 4.274 3.504 8.924 19.140 5.651 8.173 20.473 3.305 5.367 9.337 11.537 8.080

Skewness 2.750 2.258 2.094 2.884 4.063 2.449 2.538 4.331 2.062 2.258 2.654 3.180 2.180
CV 141.414 147.886 151.765 165.434 198.901 164.933 152.445 253.629 169.243 153.735 128.027 158.846 65.888

HS5 J F M A M J J A S O N D Ann.

Min (m3/s) 0.052 0.000 0.000 0.025 0.007 0.000 0.000 0.000 0.000 0.013 0.043 0.070 0.085
Max (m3/s) 2.119 2.720 4.646 2.694 17.954 14.463 12.810 10.711 8.698 9.634 2.375 2.110 4.281

Mean (m3/s) 0.475 0.527 0.594 0.443 1.205 0.583 0.465 0.500 1.162 1.877 0.483 0.408 0.727
SD (m3/s) 0.430 0.570 0.861 0.591 3.348 2.403 2.128 1.795 2.075 2.626 0.518 0.389 0.827
Kurtosis 7.675 6.565 14.565 7.032 18.845 34.494 35.172 32.301 7.511 2.154 5.821 10.125 11.321

Skewness 2.692 2.464 3.580 2.633 4.163 5.827 5.904 5.587 2.709 1.773 2.373 2.876 3.192
CV 90.675 108.131 145.009 133.426 277.900 412.475 457.964 358.748 178.650 139.894 107.163 95.295 113.758

The climatology of the study area is typically Mediterranean continental. The analysis
of the monthly temperatures (T) over 34 years (1977/2010) of the Matemore station (ID: 506)
showed that July and August are the hottest months of the year, with average temperatures
of 26.7 and 26.8 ◦C, while January records low temperatures of up to 3 ◦C. The inter-annual
average temperature is 17 ◦C. For the relative humidity (RH), the monthly values over
the same period showed that February has the highest value at 94%, while the lowest
value is recorded in July at 30% relative humidity. For the wind speed (Ws), April has
the highest average wind speed at 3 m/s, while November has the lowest at 2.1 m/s.
The monthly variability of the insolation showed that the maximum sunshine duration is
observed in July with 331.1 h, while the minimum value is recorded in the winter period
in December with a value of 173.8 h. Furthermore, the calculation of corrected potential
evapotranspiration showed a maximum value of 168.3 mm and a minimum of 16.6 mm.
Summer is the most dominant period of the year, due to the rise in temperature at this time
of year (Figure 2).

The establishment of the ombrothermic diagram using meteorological data from
the Matemore station enabled us to distinguish two periods; a dry period from May
to October, characterized by high temperatures and minimal rainfall, and a wet period
between November and April, due to the abundance of rainfall during this period (Figure 3).
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3. Material and Methods
3.1. SRI

The SRI was calculated using the accumulative likelihood of monthly runoff [23].

g(x) =
1

βαΓ(α)
xα−1e

−x
β (1)

where β and α stand for scale and shape components, respectively, while x represents
cumulated precipitation. The gamma function Γ(α) was determined with Equation (2).

Γ(a) =
∫ ∞

0
ya−1e−ydy (2)

The scale and shape parameters were determined using the precipitation time series
as per Equation (3).

α =
1

4A

(
1 +

√
1 +

4A
3

)
, A = ln(x)− ∑ ln (xi)

n
, β =

x
α

(3)

where x and xi refer to the average and total precipitation, respectively. Meanwhile, n is the
number of data points. Equations (4) and (5) were used to illustrate the cumulative probability.

G(x) =
∫ x

0
g(x)dx =

1
βaΓ(a)

∫ x

0
xa−1e

−x
β dx (4)

H(x) = q + (1− q)G(x) (5)

where q is the probability of zero precipitation. The SPI was determined using Equation (6)

SPI =
{
−
(

t− c0 + c1t + c2t2

1 + d1t + d2t2 + d3t3

)
, 0 < H(x) ≤ 0.5 +

(
t− c0 + c1t + c2t2

1 + d1t + d2t2 + d3t3

)
, 0.5 < H(x) ≤ 1.0 (6)

where t was defined by Equation (7)

t =

√√√√ln

(
1

H(x)2

)
. 0 < H(x) ≤ 0.5

√√√√ln

(
1

(1− H(x))2

)
. 0.5 < H(x) ≤ 1.0 (7)

where c0, c1, c2, d1, d2, and d3 are values of coefficients as follows

c0 = 2.515517. c1 = 0.802853. c2 = 0.010328

d1 = 1.432788 d2 = 0.189269 d3 = 0.001308

SPI can be used to explore various classifications and projected probabilities of dry
and wet spells for the time period under consideration (see Table 3) [24]. Similarly, for SRI,
the hydrometric data were fitted to a log-normal probability distribution, and accumulative
probabilities were then converted to a standard normal variate using Equations (5)–(7).
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Table 3. Categorization of SRI drought indices.

SRI Values Drought Category Probability (%)

≥2.00 Extremely wet 2.3
1.50–1.99 Very wet 4.4
1.00–1.49 Moderate wet 9.2
−0.99–0.99 Near normal 68.2
−1.00–−1.49 Moderately drought 9.2
−1.50–−1.99 Severely drought 4.4
≤−2.00 Extremely drought 2.3

3.2. Extreme Learning Machine

A newly proposed machine learning algorithm for state-of-the-art single-layer feed-
forward neural networks (SLFNs), namely ELM, was introduced by Huang et al. [25]. It is
commonly applied for solving forecasting problems in various fields and is currently at the
center of attention among climate change and engineering applications [26]. Furthermore,
the studies based on ELM demonstrated that ELM models are useful and practical according
to vector classification schemes or conventional neural networks.

ELM is simple to operate, and no parameters must be set other than the architecture
of the predefined network. Hence, several challenges encountered with gradient-based
algorithms (learning epochs and rate, local minima, etc.) are overcome. Furthermore, it has
also been established that it is a faster algorithm in comparison to other traditional learning
algorithms (i.e., SVM, back-propagation (BP), etc.) [27].

The ELM approach enables the majority of training to be performed in seconds or at
least minutes for large complex practices that cannot be carried out with conventional neural
network models [26,28]. Moreover, the model performs similarly to the generalization
to singular value decomposition (SVD), BP, and SVM algorithms for data categorization
and forecasting. For this reason, it is accepted as the ideal calculation algorithm for
predicting atmospheric and meteorological variables (air temperature, solar energy, rainfall,
etc.) [28–30].

ELM model theory shows that the standard SLFNs with M hidden nodes and an
activation g(.) function are as follows for N arbitrary input samples (xk, yk) ∈ Rn × Rn

M

∑
i=1

βig(xk, ; ci, ai) = yk k = 1, 2, 3, . . . ., N (8)

in which wi ∈ R is the input weight vector linking the input node and ith hidden node, ci ∈ R
is bias randomly designed for the ith hidden node, βi is the weight vector linking the ith
hidden node to the output node, and g (xk; ci, wi) is the output of the ith hidden node
related to the input sample xk. Each input is randomly designed to the hidden nodes for
ELM. Then, Equation (9) is rewritten as

H β = Y (9)

in which

H = [g(x1, ; c1, , w1) . . . g(x1, ; cM, , wM) g(xN , ; c1, , w1) . . . g(xN , ; cM, , wM) ]N×M (10)

H β =
(

βT
1 , βT

2 , . . . , βT
L

)T

m×M
(11)

H β =
(

tT
1 , tT

2 , . . . , tT
L

)T

m×M
(12)

β = H+Y (13)
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where Y is the output, H+ is the Moore–Penrose hidden layer matrix inversed, hidden biases
and the input weights are randomly selected, and the output weights are obtained analytically.

ELM differs from the traditional neural network methodology in that all feed-forward
network parameters (input weights and hidden layer biases) do not need to be set at the
initialization. Huang [31] demonstrated that SLFNs with randomly selected input weights
efficiently recognize different training samples with minimized error. Once hidden layer
biases and the input weights are selected randomly, SLFNs can be considered linear. The
output weights can then be specified analytically through a simple normalized inverse
operation of the hidden layer output matrices connecting the hidden layer of this linear
system to the output layer. Such a simplified approach enables many times faster ELM than
conventional feed-forward learning algorithms. ELM’s speed, efficiency, generalization
ability, and flexibility make it a valuable tool in many machine learning tasks. For one,
ELM has a speedy training process compared to traditional machine learning models. ELM
significantly speeds up training by randomly assigning input weights and thresholds. This
feature is advantageous in large datasets or time-sensitive applications. Furthermore, ELM
requires fewer computational resources than other models. ELM’s simple structure allows
for efficient training and forecasting processes. Additionally, ELM reduces the risk of
getting stuck to local minimums during training. Plus, ELM can apply knowledge gained
from training data to unprecedented data. Finally, ELM can keep the risk of overfitting at a
lower level than other models [26,29,30].

3.3. Wavelet Transform

This is an alternative to Fourier transform. It is a signal process that decomposes time
series into various subsignals at various frequencies and gives the desired properties [32,33].
It is a practical mathematical function that gives a time-frequency description of a signal
analyzed in the time domain [34]. A wavelet function Ψ(t) is a small wave that distinguishes
distinct frequencies [35]. It comprises a wavelet transform scale, a data decomposition
level, and a mother wavelet. The mother wavelet Ψ(t) is computed in Equation (14).∫ +∞

−∞
Ψ(t)dt = 0 (14)

The wavelet transform (WT) detects the connection between the wavelet function and
the signal. It is performed at various scales (a) and localized around time (b). Consequently,
the contour map, including the wavelet coefficient, is obtained. It is dependent on two
scales [36]. Equation (15) can be applied in the DWT [37].

Ψm,n

(
t− b

a

)
= a−

m
2

o Ψ ∗
(

t− nboam
o

am
o

)
(15)

where m represents the wavelet expansion coefficient, n represents the coefficient of the
wavelet translation, α represents the step of precision expansion, and bo represents the
location parameter DWT for a discrete time series xi, in which xi happens at discrete time i.
This takes the following form

Wm,n = 2−m/2
N−1

∑
i=0

xiΨ
(
2−mi− n

)
(16)

In DWT studies, it is important to specify the appropriate decomposition level and
mother wavelet [38,39]. Several mother wavelet types are available.

The decomposition level number is computed using Equation (17). This value depends
on signal length [40].

L = int[(N)] (17)



Atmosphere 2023, 14, 1447 10 of 23

where L is the level of the decomposition and N is the number of runs. The present study set
hybrid wavelet–EML models based on discrete WT and EML models. The input variables
were subdivided using db10 mother wavelets.

This study aimed to model the multiscale SRI values by using past SRI values as inputs
to ELM and WT-ELM algorithms and finally established a prediction model. According to
the correlation analysis, each selected input variable was decomposed into various levels
of subcomponents and presented to the WT-ELM model. The effect of the db10 mother
wavelet on drought prediction was evaluated based on various statistical indicators. Thus,
the goal was to improve the drought prediction model.

3.4. Choosing the Approach of the Input Parameters

The best input and output variables should be chosen because they significantly
impact modeling success, particularly for nonlinear hydrological processes. For instance, N
is the total number of observations, while k is the Yt series’ delay value and denotes the
series average. The PACF is expressed in Equation (18) for kth delays. The lag number is
expressed as a function of the time periods or lag number in the PACF. The lag number
represents the time window in which the autocorrelation between a variable and its lagged
values is calculated.

PACFk,k =
ACF−∑k−1

j=1 PACFk−1,j ACFk−1

1−∑k−1
j=1 PACFk−1,j ACFk−1

(18)

5 percent significance level of PACF was determined by Equation (19), values calcu-
lated for kth delays were evaluated following upper and lower critical limits.

CIupper/lower = ±
1.96√

N
(19)

4. Results

This study used SRI to model hydrological drought at different timescales. The predic-
tions of hydrological drought were conducted at 1-, 3-, 6-, 9-, and 12-month timescales. The
PACF analysis was performed to select model input combinations to predict hydrological
drought. PACF develops negative and positive relationships between lagged SRIs and
output SRI at the 95% confidence interval. The lags with PACF values lower or higher than
the confidence levels were used as input variables to predict SRI at different timescales (1, 3,
6, 9, 12 months). The results of PACF analysis at all the stations are shown in Figures 4–8.
The lagged inputs to predict SRI at 1-, 3-, 6-, 9-, and 12-month timescale for all the stations
are shown in Table 4.

Table 4. Selected input combinations for estimation of multiscale SRI(t) values.

SRI1 SRI3 SRI6 SRI9 SRI12

HS1
SRI1 (t-1)
SRI1 (t-2)
SRI1 (t-4)

SRI3 (t-1)
SRI3 (t-4)

SRI6 (t-1)
SRI6 (t-2)

SRI9 (t-1)
SRI9 (t-10)

SRI12 (t-1)
SRI12 (t-2)
SRI12 (t-3)

HS2
SRI1 (t-1)
SRI1 (t-2)
SRI1 (t-4)

SRI3 (t-1)
SRI3 (t-4)

SRI6 (t-1)
SRI6 (t-2)

SRI9 (t-1)
SRI9 (t-2)

SRI12 (t-1)
SRI12 (t-2)
SRI12 (t-3)

HS3 SRI1 (t-1) SRI3 (t-1) SRI6 (t-1) SRI9 (t-1)
SRI9 (t-10)

SRI12 (t-1)
SRI12 (t-2)

HS4 SRI1 (t-1) SRI3 (t-1)
SRI3 (t-4)

SRI6 (t-1)
SRI6 (t-7)

SRI9 (t-1)
SRI9 (t-10)

SRI12 (t-1)
SRI12 (t-2)

HS5 SRI1 (t-1) SRI3 (t-1) SRI6 (t-1) SRI9 (t-1)
SRI9 (t-7) SRI12 (t-1)
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Figure 4. PACF plots of droughts at station HS1.

Wavelet transformation analysis was performed and decomposition levels were chosen
according to Int(log (410)) = 3. SRI values were divided into three levels of subcomponents
with db10 wavelet. Due to space limitations, the results of wavelet decomposition levels at
just Station 1 are presented in Figure 9.

Finally, ELM and wavelet-based ELM were used for hydrological drought prediction
at different SRI levels at all stations. Both techniques’ performance was compared based on
three performance indicators: R2, MSE, and MAE. The comparative results of both methods
are shown in Table 5. The performance of W-ELM in HS1 and HS4 at all the selected
timescales remained superior. The drought prediction performance of W-ELM increased as
the SRI timescale increased because when we move from a smaller timescale to a bigger
timescale, the SRI time series becomes smoother and uncertainty decreases. In HS2, HS3,
and HS5, the performance of W-ELM remained superior while predicting drought at 1- and
3-month timescales, whereas at some stations such as HS2 and HS5, the performance of
ELM was better for predicting SRI 9. Overall, the results showed that wavelet-based ELM
outperformed ELM in hydrological drought prediction at most stations’ timescales.
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Figure 8. PACF plots of droughts at station HS5.
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Table 5. The results of the established SRI prediction model. The bold shows that these models
performed well as compared to others and easy to identify.

HS1 HS2 HS3 HS4 HS5

ELM W-ELM ELM W-ELM ELM W-ELM ELM W-ELM ELM W-ELM

SRI 1
R2 0.083 0.708 0.223 0.768 0.055 0.561 0.240 0.549 0.251 0.537

MSE 0.996 0.342 0.449 0.133 1.288 0.596 0.854 0.448 1.412 0.666
MAE 0.801 0.470 0.500 0.281 0.919 0.630 0.685 0.512 0.928 0.615

SRI 3
R2 0.500 0.610 0.565 0.804 0.520 0.683 0.534 0.664 0.490 0.640

MSE 0.695 0.521 0.309 0.126 0.655 0.443 0.654 0.424 0.773 0.547
MAE 0.582 0.505 0.440 0.280 0.587 0.509 0.592 0.504 0.608 0.563

SR6
R2 0.702 0.822 0.813 0.862 0.678 0.669 0.835 0.855 0.715 0.782

MSE 0.434 0.323 0.162 0.105 0.443 0.486 0.250 0.230 0.540 0.494
MAE 0.404 0.416 0.303 0.247 0.409 0.495 0.350 0.349 0.436 0.502

SRI 9
R2 0.712 0.794 0.865 0.811 0.687 0.741 0.855 0.861 0.769 0.766

MSE 0.438 0.467 0.119 0.219 0.381 0.384 0.255 0.255 0.314 0.459
MAE 0.475 0.501 0.245 0.381 0.376 0.449 0.345 0.343 0.342 0.482

SRI 12
R2 0.817 0.871 0.870 0.779 0.738 0.794 0.869 0.877 0.825 0.855

MSE 0.253 0.221 0.101 0.651 0.273 0.205 0.285 0.257 0.271 0.228
MAE 0.309 0.349 0.191 0.640 0.305 0.322 0.307 0.318 0.293 0.318
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The comparison between ELM and W-ELM was further extended by creating scatter
plots at all the stations for all timescales. It is very clear from Figures 10–14 that the drought
prediction performance of W-ELM was better than ELM. Uncertainty in drought prediction
was high at SRI 1 and performance was lower. At the same time, the uncertainty decreased
as we moved to a longer timescale, and model prediction performance also increased.
These findings agree with the previous study by Achite et al. [20], which suggested that the
performance of models increases with the SRI timescale.
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Figure 10. Scatter diagrams of SRI values at the HS1 station. Figure 10. Scatter diagrams of SRI values at the HS1 station.
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Figure 11. Scatter diagrams of SRI values at the HS2 station. Figure 11. Scatter diagrams of SRI values at the HS2 station.
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Figure 12. Scatter diagrams of SRI values at the HS3 station. Figure 12. Scatter diagrams of SRI values at the HS3 station.
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Figure 13. Scatter diagrams of SRI values at the HS4 station. Figure 13. Scatter diagrams of SRI values at the HS4 station.
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also agree with the previous study [41], which suggested that wavelet-based models im-

prove drought prediction efficiency. 

Figure 14. Scatter diagrams of SRI values at the HS5 station.

Figure 15 shows radar plots to compare ELM with W-ELM based on MSE. In the case
of W-ELM, the value of MSE was lower at almost all the stations’ timescales. Based on these
comprehensive results, it is recommended that W-ELM be used for drought prediction with
higher accuracy than conventional ELM at different timescales. These results also agree
with the previous study [41], which suggested that wavelet-based models improve drought
prediction efficiency.
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Figure 15. Radar plot graphs of MSE values. 
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Figure 15. Radar plot graphs of MSE values.

5. Discussion

In this study, two well-known machine learning techniques, the ELM algorithm and
W-ELM, were used to predict hydrological drought in the Wadi Mina basin, Algeria. The
results of drought predictions were also compared with previous studies by Achite et al. [20]
and Katipoğlu [41] in the same region. Achite et al. [20] obtained the results with DT, ANFIS,
ANN, and SVM to analyze hydrological drought. They obtained R2 values for DT (0.85),
ANFIS (0.80), ANN (0.90), and SVM (0.95). Katipoğlu [41] applied combined wavelet
models to forecast evaporation. The author stated that sym and dmey wavelet models give
better results than db4 wavelet in forecasting evapotranspiration. In this study, the R2 value
was 0.877 for the W-ELM model for HS4 using SRI 12. This value is higher than those
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obtained from the study of Achite et al. [20] for DT and ANFIS. Rajesh and Prakash [27]
noted that The ELM model is faster than other traditional learning algorithms (i.e., SVM,
BP, etc.). The studies of Şahin [29], Şahin et al. [30] and Deo and Şahin [28] showed that the
ELM model has similar performance in the generalization to SVD, BP, and SVM algorithms
for data categorization and forecasting. For this reason, it is accepted as the ideal calculation
algorithm for predicting atmospheric and meteorological variables (air temperature, solar
energy, rainfall, etc.).

Deo and Sahin [28] found that the ELM model gives better results than the ANN model
in predicting drought at a monthly timescale. They also observed that the ELM model
can be used in agriculture, water environments, and infrastructure practices. Therefore,
this research explored the potential of ELM and W-ELM models in drought prediction at
various timescales. The SRI was employed to calculate hydrological drought at different
timescales (1, 3, 6, 9, and 12 months). PACF analysis was conducted to select model input
combinations for hydrological drought prediction. PACF develops negative and positive
relationships between lagged SRIs and output SRI at the 95% confidence interval. The lags
with PACF values lower or higher than confidence levels were used as input variables
to predict SRI at different timescales (1, 3, 6, 9, 12 months). The performance of W-ELM
in HS1 and HS4 at all the selected timescales remained superior. The drought prediction
performance of W-ELM improved as the SRI timescale increased because when moving
from a smaller timescale to a larger timescale, the SRI time series becomes smoother and the
uncertainty decreases. The performance of W-ELM remained superior for HS2, HS3, and
HS5 while predicting drought at 1- and 3-month timescales, whereas at some stations such
as HS2 and HS5, the performance of ELM was better for predicting SRI 9. In general, results
prove that wavelet-based ELM outperformed ELM in hydrological drought prediction at
most of the timescales for all the stations. Moreover, the drought prediction performance of
W-ELM was better than that of ELM.

6. Conclusions

This study combined the ELM algorithm with DWT to predict SRI-based hydrological
droughts in the Wadi Mina basin, Algeria. For this purpose, past drought indices values
were decomposed into three detail components and an approximation component with
db10 wavelet and presented to the machine learning model. In addition, the PACF of SRI
values was used as feature selection for selecting input combinations of the drought predic-
tion model. As a result of the analysis, it was revealed that the DWT technique significantly
improved the predictive power of the ELM algorithm in drought prediction. In addition,
DWT multiscale SRI values were divided into sub-bands, helping to comprehensively
model fluctuations and submodes in the data and increasing SRI estimation accuracy. In
addition, when compared to statistical indicators, the highest accuracy in estimating SRI
values on the 1-, 3-, 6-, 9-, and 12-month timescales was obtained at the HS2 station, and
the R2 values were 0.768, 0.804, 0.862, 0.865, and 0.870, respectively.

This study is limited to historical measurements. Trends in drought will be further
extended to coming periods based on the expected outputs of global climate models to
make an educated choice for sustainable watershed planning and management and to
optimize the rules of operation of available water resources. Furthermore, the findings’
validity will be improved if future studies consider hydrological, agricultural, and socioe-
conomic droughts.
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