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Abstract: Distance/correlation metrics have emerged as a robust and simplified tool for assessing the
spectral characteristics of hyperspectral image pixels and effectively categorizing vegetation within a
specific study area. Correlation methods provide a readily deployable and computationally efficient
approach, rendering them particularly advantageous for applications in developing nations or regions
with limited resources. This article presents a comparative investigation of correlation/distance
metrics for the identification of vegetation pixels in hyperspectral imagery. The study facilitates a
comprehensive evaluation of five distance and/or correlation metrics, namely, direct correlation,
cosine similarity, normalized Euclidean distance, Bray–Curtis distance, and Pearson correlation.
Direct correlation and Pearson correlation emerged as the two metrics that demonstrated the highest
accuracy in vegetation pixel identification. Using the selected methodologies, a vegetation detection
algorithm was implemented and validated using a hyperspectral image of the Manga neighborhood
in Cartagena de Indias, Colombia. The spectral library facilitated image processing, while the
mathematical calculation of correlations was performed using the numpy and scipy libraries in the
Python programming language. Both the approach adopted in this study and the implemented
algorithm aim to serve as a point of reference for conducting detection studies on diverse material
types in hyperspectral imagery using open-access programming platforms.

Keywords: distance-based method; urban vegetation; vegetation clustering; vegetation classification

1. Introduction

Remote sensing technology has revolutionized the field of vegetation mapping and
monitoring, providing a powerful tool for scientists and researchers to study and under-
stand complex terrestrial ecosystems [1–4]. The ability to obtain high-resolution images of
the Earth’s surface from satellites, aircraft, and drones has transformed the way humans
perceive and analyze vegetation patterns, providing insights into the distribution, structure,
and health of plant communities across different regions and biomes [1,5–10].

Despite the significant advances in remote sensing technology over the past few
decades, the identification of vegetation in multi- and hyperspectral images remains a
challenging task due to the complex spectral signatures of different plant species, as well as
the influence of environmental factors, such as soil, water, and atmospheric conditions [11].
Traditional methods for vegetation mapping using remote sensing involve the interpre-
tation of spectral indices, such as the Normalized Difference Vegetation Index (NDVI),
which provide a measure of the vegetation cover based on the contrast between the red
and near-infrared bands of the electromagnetic spectrum [9,12–21].

While these methods have proven to be effective in many applications, they suffer from
several limitations, including the need for manual interpretation and the limited spatial
resolution of satellite images. Moreover, traditional methods are often time-consuming and
costly, requiring extensive field surveys and ground truth data to calibrate and validate the
results [11,22,23].
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To overcome these challenges, machine learning techniques have emerged as a promis-
ing approach for vegetation mapping and classification, offering a cost-effective and accu-
rate solution for remote sensing applications, especially in developing countries. Machine
learning algorithms can analyze vast amounts of hyperspectral data and identify patterns
and features that are difficult or impossible to discern through human interpretation, al-
lowing for the automated and objective detection of vegetation cover. The use of machine
learning applications in vegetation mapping has been on the rise in recent years [24–26],
driven by the availability of large hyperspectral datasets and the development of advanced
algorithms and computational tools. Machine learning techniques, such as artificial neu-
ral networks [27–29], decision trees [30,31], support vector machines [32], and random
forests [33,34], have shown promising results in identifying and classifying vegetation cover
from hyperspectral images, offering a more robust, reliable, and cost-effective solution for
remote sensing applications.

In addition to machine learning techniques, correlation methods between curves have
emerged as another powerful tool for comparing spectral signatures of hyperspectral image
pixels and efficiently classifying vegetation in a study area. Spectral signatures are graphical
representations of the reflectance values of an object or material across the electromagnetic
spectrum. In the context of vegetation mapping, spectral signatures can be used to identify
different plant species or vegetation types based on their unique spectral properties [35].
Correlation methods between curves can be used to compare the spectral signatures of
different pixels in a hyperspectral image and identify similarities or differences in their
spectral properties. Among the most common correlation methods used in vegetation
mapping are Pearson’s correlation coefficient and spectral angle mapper, among many
other methods available [30,36].

Pearson’s correlation coefficient measures the linear relationship between the two
sets of data and ranges from −1 to 1, with values closer to 1 indicating a strong positive
correlation between the two sets of data. In vegetation mapping, Pearson’s correlation
coefficient can be used to compare the spectral signatures of different pixels and identify
areas with similar vegetation cover [37,38].

On the other hand, the spectral angle mapper measures the angular similarity between
two spectral signatures and ranges from 0 to 1, with values closer to 1 indicating a high
degree of spectral similarity between the two signatures. The spectral angle mapper can be
used to compare the spectral signatures of different pixels and identify areas with similar
vegetation [30,39,40].

These correlations offer a complementary approach to machine learning techniques.
Moreover, these correlation methods can be easily implemented and computationally
efficient, making them particularly useful for applications in developing countries or
regions with limited resources.

The need to efficiently classify vegetation in a study area using remote sensing tech-
nology has led to the development of various methods for comparing spectral signatures
of hyperspectral image pixels. The focus of the present work is to determine the best
distance/correlation-based method for vegetation detection in hyperspectral images with
380 bands from 400 nm to 2400 nm in an urban area through five different correlation meth-
ods, “Correlation methods”, “Cosine” “Euclidean”, “Bray Curtis”, and “Pearson” [41–45].

2. Methodology

For the development of this research, the following 5 methodological phases were
considered (Figure 1): identification of reference pixels, obtaining the average or character-
istic pixel, determination of distance/correlation metrics, selection of the best metrics, and
detection of vegetation in the reference image.
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Figure 1. The figure depicts the methodology utilized in the study.

According to Figure 1, in phase 1 of the methodology, a set of 100 coordinates corre-
sponding to vegetation pixels and a set of 100 coordinates corresponding to non-vegetation
pixels (roofs, roads, sea, and containers) were obtained manually from the reference image,
in order to compare the accuracy of the different distance and correlation metrics in both
sets. In phase 2 of the methodology, descriptive statistics were used to determine the char-
acteristic pixel or average pixel. The mean was employed as a measure of central tendency
by averaging the 380 positions (frequency bands spanning from 400 nm to 2400 nm) of the
100 vegetation pixels. The aim was for the characteristic pixel to collect, across its 380 posi-
tions, the average information from the different frequency bands. Once the characteristic
pixel is obtained, in phase 3 of the methodology, the calculation of the distance/correlation
metrics between the average pixel and the vegetation and non-vegetation sets is performed,
in order to determine the precision of each metric. The 5 distance/correlation metrics used
in this phase were direct correlation (correlation distance), similarity or cosine distance,
normalized Euclidean distance, Bray–Curtis distance (also known as Normalized Manhat-
tan distance), and Pearson’s correlation coefficient. The mathematical description of each
of these metrics is presented below.

Direct correlation: It is a measure of dependence between two paired random variables
(vectors) of arbitrary dimension, not necessarily equal. That is, it calculates the correlation
distance between two one-dimensional arrays. The correlation distance between two
vectors
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v is defined as [41], Equation (1):
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Similarity or cosine distance: It is a measure of similarity between two non-zero vectors

defined in an inner product space. The cosine distance is the cosine of the angle between
the vectors. It is the scalar product of the vectors divided by the product of their lengths. It
differs from direct correlation as it circumvents the utilization of the arithmetic mean or
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average of the vectors under examination. The cosine distance, ascribed as the disparity
between two vectors

→
u and

→
v , is rigorously delineated as [45], Equation (2):

d
(
→
u ,
→
v )

= 1−
→
u ·→v

‖→u‖
2
‖→v ‖

2 (2)

where
→
u ·→v is the scalar product and ‖→u‖

2
is its norm.

Normalized Euclidean Distance: It gives the squared distance between two vectors,
where the lengths have been scaled to have a unit norm. This is useful when the direction
of the vector is significant but the magnitude is not [43]. According to [43], the normalized
Euclidean distance of two vectors is defined by Equation (3):

NED2
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(3)

where
→
u and

→
v are the means of the elements of

→
u and

→
v and ‖ ‖2 is the variance.

Bray–Curtis distance: The Bray–Curtis distance is a normalization method commonly
used in the field of botany, ecology, and environmental sciences [44]. It is a statistic used to
quantify the compositional dissimilarity between two different sites, based on counts at
each site. It is defined by Equation (4) [44]:

d
(
→
u ,
→
v )

=
∑n

i=1 (ui − vi)

∑n
i=1 (ui + vi)

(4)

where n is the size of the vectors or sample. The Bray–Curtis distance is in the range [0, 1]
if all coordinates are positive and is undefined if the entries are of length zero.

Pearson correlation coefficient: It is a measure of linear dependence between two
quantitative random variables (vectors). Unlike covariance, Pearson’s correlation is inde-
pendent of the scale of measurement of the variables [41]. Pearson’s population correlation
coefficient (also denoted by r

(
→
u ,
→
v )

) is defined as [43], Equation (5):
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where n is the sample size, σ
(
→
u ,
→
v )

is the covariance of (
→
u ,
→
v ), σ→

u
is the standard deviation

of vector
→
u , σ→

v
is the standard deviation of vector

→
v , and

→
u and

→
v are the means of

→
u and

→
v , respectively.

Based on the previous equations corresponding to correlation metrics and considering
that these metrics have values close to 0 when the correlation is high, Equation (6) was
proposed to obtain a percentage of correlation or similarity.

porc_corr = (1− abs(corr))·100 (6)

In phase 4 of the methodology, the results obtained by calculating the correlations
and similarities described in phase 3 were consolidated in relation to vegetation and non-
vegetation pixels. The aim was to determine the precision thresholds for the correlation
percentages of each metric in both cases, in order to identify the best metrics to be used
in vegetation detection. These metrics are the ones that best classify a pixel as vegeta-
tion. Finally, in phase 5, the vegetation detection process was performed on the entire
hyperspectral reference image using the selected similarity and/or correlation metrics.
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The study area of the present work is shown in Figure 2. It is the Manga neighborhood
in the city of Cartagena de Indias, Colombia. Regarding the hyperspectral image, it
measures 1500 × 1500 pixels with 380 bands per pixel ranging from 400 nm to 2400 nm.
A total of 100 arbitrary vegetation pixels were extracted from various locations across the
image. The purpose is to obtain a representative or characteristic pixel by averaging the
corresponding spectral signatures of the 100 pixels. This representative pixel was used
to compare the correlation and similarity metrics described above. Thus, in Figure 2, the
vegetation pixels are shown in blue, while the non-vegetation pixels are shown in red.
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Figure 2. Hyperspectral image used in the present study, in blue vegetation pixels and in red
non-vegetation pixels.

3. Results and Discussion

In Figure 3a, the spectral signatures of the selected 100 pixels and their distribution
across 380 bands can be observed. It is possible to appreciate that although the reflectance
values exhibit variations, the shape of the 100 curves remains the same. They possess a set
of peaks that are repeated in a similar manner across different pixels. Similarly, in Figure 3b,
the spectral signature corresponding to the zone of no vegetation is presented. Finally, in
Figure 3c, the spectral signature corresponding to the characteristic or average pixel can be
observed. This pixel is obtained by averaging the curves of the 100 pixels, incorporating
the representative maximum and minimum values of the considered sample. The image
reading and processing of the different pixels that compose it were performed using the
functionalities provided by the Python spectral library. By employing an average pixel
normalization approach, it was ascertained that the incorporation of over 100 pixels did
not result in significant modifications to the mean pixel value.
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Figure 3. Pixels selected for comparative study: (a) vegetation, (b) non-vegetation, and (c) mean pixel
for vegetation.

Based on the above, initially, the representative or average pixel was correlated with
each of the 100 selected vegetation pixels using the five metrics considered in Section 2.
This was completed to determine both the average and the thresholds obtained for each
metric, which helps to identify the most accurate and effective method for identifying the
vegetation’s spectral signature. For this purpose, the authors started with the idea that each
pixel in the image is a vector representation in space. In other words, each pixel is a vector
with 380 positions corresponding to the 380 bands, each of which stores a reflectance value.
By performing vector operations using the numpy library and the statistical tool from scipy
between the average pixel and the 100 vegetation pixels, the bar chart presented in Figure 4
displays the minimum, mean, and maximum values obtained for each of the five metrics
considered, as well as the respective standard deviation value for the mean.
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In Figure 4, it is possible to observe that Pearson correlation, cosine distance, and direct
correlation are the metrics that respectively present the highest average values of correlation
percentage between the average pixel and the 100 vegetation pixels, with respective values
of 99.54%, 99.47%, and 99.09%. Similarly, it can be appreciated that these same three metrics,
in the same order, present the highest minimum percentage values of correlation between
the average pixel and the 100 vegetation pixels, with respective values of 92.77%, 92.55%,
and 85.53%. On the other hand, upon consolidating and comparing the threshold values of
these three top metrics, it is possible to observe that the metric with the smallest difference
between the maximum and minimum thresholds is Pearson correlation with a difference of
7.2%, followed by cosine distance with a difference of 7.41%.

Once the 100 vegetation pixels were studied, the correlation between the average
pixel and the 100 randomly selected non-vegetation pixels was performed using the same
five metrics and following a similar procedure as with the vegetation pixels. Hence, by
conducting vector operations using the same Python libraries between the average pixel
and the 100 non-vegetation pixels, the bar chart in Figure 5 presents the minimum, mean,
and maximum values for the five studied metrics, as well as the respective standard
deviation value for the mean.

According to Figure 5, it is possible to observe that direct correlation, Bray–Curtis
distance (Bc), and Pearson correlation are the metrics that respectively present the lowest
average values of correlation percentage between the average pixel and the 100 non-
vegetation pixels, with respective values of 31.24%, 56.81%, and 65.62%. Similarly, in
Figure 5, it can be appreciated that Bray–Curtis distance (Bc), direct correlation, and
Euclidean distance (Eu) are the metrics that respectively present the lowest maximum
values of correlation percentage between the average pixel and the 100 non-vegetation
pixels, with respective values of 74.24%, 78.52%, and 82.09%. It is also important to
mention that cosine distance and Pearson correlation, which showed the two best results
for vegetation pixels in this case, have the two highest maximum percentages for non-
vegetation pixels with values of 90.12% and 89.26%, respectively. Although these values
do not surpass the minimum threshold detected with vegetation pixels, they are close to a
difference of 2.43% and 3.51% from the minimum threshold in vegetation pixels.
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Continuing with the comparison between the results of correlation in vegetation and
non-vegetation pixels, Figure 6 presents a comparative graph that shows, for each of the
five considered metrics, the minimum correlation percentage value for vegetation and the
maximum correlation percentage value for non-vegetation. It can be observed initially that
Euclidean distance (Eu) and Bray–Curtis distance (Bc) metrics exhibit an overlap between
these thresholds (the maximum value is greater than the minimum value, indicating a
negative difference). This implies that applying these methods to the image may lead to
confusion between vegetation and non-vegetation pixels. On the other hand, it is evident
that the three metrics without overlap between the thresholds are direct correlation, cosine
distance, and Pearson correlation. Among them, direct correlation shows the greatest
difference between the thresholds (limits), with a percentage difference value of 7.01%.

In Figure 6, it is possible to verify how the overlap of thresholds in the Euclidean
distance and Bray–Curtis distance metrics is evidenced by the negative difference between
the minimum correlation percentage in vegetation pixels and the maximum correlation
percentage in non-vegetation pixels. Similarly, it can be observed that the best results
are respectively obtained for the direct correlation and Pearson correlation metrics, with
percentage difference values of 7.01% and 3.51%. It is worth mentioning that these metrics
are also among the top three metrics with the highest average correlation percentage in
vegetation pixels. Therefore, based on the results, they represent the best options for
vegetation detection in hyperspectral images.

According to the previous analysis, Figure 7 presents the results of applying the direct
correlation and Pearson correlation methods to the hyperspectral image of the Manga
neighborhood in Cartagena. This was completed using the spectral library in Python and
considering a threshold correlation percentage of 95%. In this regard, the implemented
vegetation detection algorithm traverses each pixel of the image matrix, correlating each
pixel of the image (a 380 positions vector) with the average vegetation pixel (380 positions)
using direct correlation and Pearson correlation to determine the correlation percentage. If
the correlation percentage is greater than 98%, the corresponding pixel in the displayed
image is colored blue. Visually, it can be observed that in both cases, the detection algorithm
adequately identifies the regions where vegetation is present, and the density of the detected
vegetation pixels depends on the threshold adjustment for each correlation.
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Finally, by performing a count on the vegetation pixels of the hyperspectral image of
the Manga neighborhood that were detected by the algorithm based on correlation metrics,
Pearson correlation, and cosine distance, with a 95% threshold, the percentages of detected
vegetation were obtained, as presented in Figure 8. It can be observed that, according to the
results obtained by the considered metrics, between 15% and 17% of the pixels correspond
to vegetation within the hyperspectral image.
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The present study introduces a novel approach to identify vegetation in hyperspectral
images. This research offers valuable insights into the field of remote sensing and image
analysis by utilizing distance and correlation metrics. The significance of this study is
particularly relevant for developing countries, as it highlights the importance of open-
access programming platforms for analyzing hyperspectral images. Accessible tools enable
these countries to harness the potential of hyperspectral data, aiding in land monitoring,
agricultural management, and environmental conservation efforts.

From a scientific standpoint, in relation to conducting research involving proprietary
tools like Environment for Visualising Images Software (ENVI) for analyzing hyperspec-
tral images [46,47], the utilization of open-source technologies like spectral, numpy, and
other machine learning libraries such as scikit-learn enables the development of unhin-
dered technological solutions capable of addressing specific remote sensing needs. This
approach facilitates the integration of diverse artificial intelligence techniques, exempli-
fying its potential. These open-source tools allow for the implementation of unrestricted
technological solutions that can cater to the unique requirements of remote sensing applica-
tions [48], thereby enhancing the accuracy, efficiency, and robustness of the hyperspectral
and multispectral image analysis process.

Torres-Gil et al. [11] present distinct spectral signatures (asbestos, oil, soil, and veg-
etation) suggesting to analyze curve peaks as a viable approach for material detection
and similarity determination. According to this, the present study has yielded empiri-
cal evidence supporting the effectiveness of the correlation method for comparing curve
peaks. This effectiveness stems from the ability to attain a substantial spatial correlation
by identifying points of alignment in both the highest and lowest peaks among the curves.
However, the findings of the present research indicate that restricting the analysis to specific
bands alone is inadequate for comparing the curves comprehensively. It is advisable to
perform a correlation analysis between pixels employing the maximum feasible number of
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bands, while also considering not only the utmost and lowest points but also the points of
inflection.

Ultimately, concerning the techniques employed for vegetation analysis in hyperspec-
tral image processing, specifically the normalized spectral mixture method as outlined
in [49], our research introduces an alternative approach that incorporates representative
pixel and correlation methods, facilitating the identification and characterization of vegeta-
tion in a broader sense. In contrast, the normalized spectral mixture method demonstrates
enhanced precision in detecting objects exhibiting greater homogeneity or possessing a
higher degree of purity. Consequently, the proposed methodology in our study can find
practical application in urban environmental studies, specifically in investigating the corre-
lation between overall green areas and population size. By incorporating the representative
pixel and correlation techniques, our approach offers a comprehensive means of discerning
vegetative elements within hyperspectral imagery. This methodology surpasses the limita-
tions of solely relying on the normalized spectral mixture method, which primarily excels
in detecting homogeneous and pure objects. Therefore, the methodology proposed in our
research serves as a valuable tool for analyzing vegetation in a broader context, enabling a
more comprehensive understanding of urban environmental dynamics and the relationship
between green spaces and population density.

4. Conclusions

This study aimed to propose a comparative approach to assess the accuracy of different
distance and correlation metrics in identifying vegetation within hyperspectral images of an
urban area in the Manga neighborhood of Cartagena, Colombia. A total of 100 vegetation
and non-vegetation pixels were selected from the hyperspectral image to create a reference
or average pixel. Subsequently, correlations were computed using five distinct metrics,
revealing that the direct correlation and Pearson metrics exhibited superior precision and
discrimination of vegetation pixels, outperforming supervised learning-based methods.

Despite the differences between these two metrics, it was observed that the Euclidean
and Bray–Curtis distance metrics encountered challenges in accurately classifying pixels as
vegetation or non-vegetation. The proposed method based on correlation and/or vector
distance metrics proved effective in differentiating spectral signatures within hyperspectral
images. Visual inspection confirmed that the detection algorithm employing both metrics
correctly identified vegetation in the designated areas, although the number of detected pix-
els could be adjusted based on specific correlation thresholds. The algorithm implemented
using the most effective correlation metrics can be employed in studies related to determin-
ing the spatial distribution of vegetation across various latitudes. Furthermore, it can serve
as a reference for detecting diverse objects or surfaces, such as water contaminants, asphalt,
containers, and asbestos roofs, among others.

An innovative aspect of this study lies in the utilization of open-source software
tools for accessing, processing, and analyzing hyperspectral images. The spectral library
facilitated image retrieval, reading, and pixel extraction in vector representation, while the
Python numpy and scipy libraries were employed for vector operations and correlation
calculations. Additionally, the Python matplotlib library facilitated the management and
visualization of pixel and hyperspectral image spectral signatures. These tools can serve
as a valuable resource for testing and validating detection algorithms within the realm of
hyperspectral imaging.

Future endeavors will involve incorporating machine learning models and specialized
classification approaches for vegetation pixel detection in hyperspectral images. Further-
more, there are plans to test and calibrate the considered metrics for detecting asbestos-
cement on urban rooftops.
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