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Abstract: Since the implementation of emission control policies in 1983, the Metropolitan Area of
Sao Paulo (MASP) has experienced a significant decrease in the annual mean concentration of air
pollutants, except for ozone, which has remained relatively stable. This work analyzes the future
impact on surface ozone formation in the MASP caused by changes in atmospheric conditions. The
authors performed air quality simulations using the weather research and forecasting with chemistry
(WRF-Chem) model under two representative concentration pathway (RCP) atmospheric conditions.
A base case simulation from September and October 2018 was compared to scenarios for the same
months in 2030, using the same anthropogenic emissions. Results show an average increase in
peak ozone concentrations (0.43% for RCP 4.5 and 5.92% for RCP 8.5) with variations depending
on the month and location. However, under the RCP 4.5 scenario, peak ozone concentrations in
October were higher in urban areas than under the RCP 8.5. These outcomes can assist decision-
makers in understanding the potential future impacts of high ozone formation, which has historically
occurred in September and October in Sdo Paulo by considering the effects of changing meteorological
conditions, such as increased temperatures, higher surface radiation, and reduced cloudiness.

Keywords: WRF-Chem; surface ozone; RCP scenarios

1. Introduction

Air pollution negatively impacts human health and the environment in the short and
long term [1]. Surface ozone (O3) is of concern among air pollutants because of its link to
respiratory and cardiovascular diseases and its impacts on climate. Higher concentrations
of O3 can worsen pre-existing respiratory disorders [2], harm crops [3], and be considered
a greenhouse gas (GHG) [4]. In the context of the climate change penalty (i.e., air quality
deterioration only by climate change), an increment of O3 concentration is possible even if
the anthropogenic emissions remain unchanged [5,6]. Therefore, it is necessary to study
the variation of ozone in the context of climate change.

The most populous urban area in South America is the MASP, with 21.7 million
inhabitants in 2018 [7]. The MASP has 7.3 million diverse vehicles that consume different
fuels, such as gasohol (gasoline with 25% of anhydrous ethanol), ethanol (hydrated with
5% of water content), and diesel (with 5% of biodiesel) [8]. Heavy-duty vehicles (trucks and
buses) burn diesel, and light-duty vehicles consume hydrated ethanol, gasohol, or both
by flex-fuel vehicles. The fuel consumption of flex-fuel vehicles depends on the market
prices of gasoline and ethanol. Other sources associated with the industrial (i.e., sugarcane
burning, and the industrial park in Cubatdo) and residential (i.e., cooking in household
and commercial) sectors also contribute to the MASP’s air pollution [9,10]. Consequently,
these different emission sources complicate the study of the MASP atmosphere.
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The air quality problems in the MASP resulted in pollutant concentrations that often
exceed the recommended values set by the WHO, particularly for surface ozone and fine
particles less than 2.5 micrometers (PM;5) [9,11]. Air pollution negatively impacts the
health of the elderly, children, and low-income families, especially in areas with high ozone
concentrations and warm conditions due to climate change [12]. Concentrations of many
air pollutants in the MASP have historically shown a downward trend in their annual mean,
but it was not the case for ozone [13]. Furthermore, high surface ozone levels typically
occur during spring and summer when ambient temperatures and incoming solar radiation
increase [13,14]. Due to the climate change penalty, surface ozone formation in the future may
increase in the MASP only because of temperature rises without changes in anthropogenic
emissions. Brazil has been affected by the impacts of climate change on its weather conditions,
with the MASP experiencing negative impacts since the 1960s. The effects of natural and
anthropogenic climate variability have two distinct consequences [15-18]:

(i) Increased temperatures, extreme rainfall events, and atmospheric stability.
(ii) Decrease in days with light rainfall and nighttime relative humidity.

The Intergovernmental Panel on Climate Change (IPCC) adopted four scenarios
described in its Fifth Assessment Report (AR5) using the concept of representative concen-
tration pathways (RCPs) according to the radiative forcing (RF) (i.e., change relative to the
year 1750 in the net radiative flux in W m~2 due to climate change ) up to the year 2100 [4].
The development of these scenarios considered atmospheric emissions and concentrations
(i.e., aerosols and gases) and changes in land use/land cover [19]. The RCP 4.5 and RCP
8.5 are two scenarios frequently used in climate change research and this work. RCP 4.5
represents a stabilization scenario in which all countries will take measures to mitigate
emissions, including shifting toward lower-emission energy technologies and implement-
ing carbon capture and storage [20]. On the other hand, RCP 8.5 is a high-emission scenario,
representing a “business as usual” approach with a growing population and high demand
for fossil fuels and food [21]. Analyzing these RCP scenarios until 2030 can provide insights
into the other RCPs, as they significantly diverge in effective RF after that year. In 2030, the
RCP 4.5 scenario has an effective RF of 2 W m~2, slightly higher than the RCP 2.6. On the
other hand, for the same year, the RCP 6.0 and RCP 8.5 scenarios have the same effective
RF of 3W m~2 [4].

Many studies about air quality in Sdo Paulo have been carried out since 2006 that
involved modeling [22,23], observational [9], and analysis of emission sources [24-26].
Ref. [27] studied the impact of future meteorological changes on ozone formation by using
the Special Report on Emission Scenarios (SRES) from the global climatic model (CCSM3)
as initial and boundary conditions in the state-of-the-art air quality model, named Weather
Research and Forecasting with Chemistry (WRE-Chem). The study found increases in
surface ozone over the MASP for 2020 and 2050 compared to the simulations of 2011,
which were attributed to changes in ozone precursor emissions (nitrogen oxides (NOy)
reduction and volatile organic compounds (VOC) increases) and meteorological conditions.
Schuch et al. [28] studied surface ozone formation under three emission scenarios with the
WRF-Chem model, leading to an analysis of its sensitivity to meteorological changes in a
short time by the intermediate scenario (RCP 4.5) for Brazil. They found a decrease in ozone
concentrations in the MASP and the metropolitan area of Rio de Janeiro. Although the sim-
ulations are intriguing, the authors mentioned that the possible explanation for the ozone
decrease is an increase in NO, emissions in various VOC/NOy regimes. However, they
did not explore the effect of changes in atmospheric conditions alone on ozone formation.

In this study, model simulations used the atmospheric conditions from the AR5 RCP
4.5 and 8.5. These scenarios presented the same RF as SSP2-4.5 and SSP5-8.5 used by the
IPCC [29] in the Sixth Assessment Report (AR6). In this sense, this work examines the
impact of projected temperature rises under both scenarios (RCP 4.5 and RCP 8.5) on surface
ozone formation during September and October 2030. The anthropogenic emissions for
2018 from the road transport, industry, and residential sectors will remain constant for 2030.
This research aims to fill the gaps in prior studies by explicitly focusing on the monthly
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impact of two RCP scenarios mentioned above on surface ozone formation. The main
novelty of this work is the monthly analysis of the impact of future atmospheric conditions
on ozone formation in different types of urban areas, using a two-month simulation period.
This approach represents a significant contribution to the field and offers new insights into
the long-term trends and patterns of air quality in urban environments.

2. Methodology

Different research groups developed the WRF-Chem model as an open-source col-
laborative effort among the community model to simulate meteorological conditions and
atmospheric chemical reactions [30,31]. It is a Eulerian non-hydrostatic model primarily
aiming at atmospheric research and operational forecasting. The WRF-Chem is an “on-
line” model that considers chemical and meteorological interactions and shares the same
transport scheme and grid with the chemical part of the model.

To analyze future changes in surface ozone formation, the authors considered per-
forming three atmospheric simulations using the WRF-Chem air quality model: (i) the
“Base case” scenario (September to October 2018), (ii) the RCP-4.5 scenario (September to
October 2030), and (iii) the RCP-8.5 scenario (September to October 2030). Those months
present higher ozone concentrations, low cloud coverage, and higher-income surface so-
lar radiation [13]. The only difference between scenarios is related to the meteorological
conditions. The model used the chemical boundary conditions (CBC) by default, based
on a clean environment according to NALROM measures for the northern hemisphere at
mid-latitude [30]. According to Gavidia-Calderén et al. [32], the CBC did not significantly
impact ozone formation during spring, as local sources and photochemical reactions were
the predominant factors in the MASP.

2.1. Case Study and Data Collection

The authors established two modeling domains with horizontal resolutions of 15 km
and 3 km, respectively, as depicted in Figure 1. The meteorological files used as initial
and boundary conditions (IC/BC) come from the NCEP FNL Operational Model Global
Tropospheric Analyses (ds083.2, https:/ /rda.ucar.edu/datasets/ds083.2/, accessed on 8
February 2020). Future scenario simulations used as meteorological IC/BC two global
projections datasets from the NCAR’s Community Earth System Model (CESM1) Global
Bias-Corrected CMIP5 Output to Support WRF/MPAS Research (ds316.1, https://rda.ucar.
edu/datasets/ds316.1/, accessed on 31 January 2020), which is already in an intermediate
file format for the WRF-Chem model. Both datasets present information every six hours
with 1-degree by 1-degree horizontal resolution and 26 vertical levels from 1000 to 10
millibars [33,34]. To ensure the accuracy of the results, we conducted simulations for the
first seven days of September 2018 and 2030, preceded by a two-day spin-up period on 30
and 31 August 2018 and 2030. The meteorological simulation was restarted 24 h before the
next five days of analysis data, using the previous chemistry configuration to complete
two months. This method is an adaptation proposed by Ritter [35] with some changes of
additional 12 h before the 5-day steps.

The State of Sdo Paulo Environmental Company (CETESB, for its acronym in Por-
tuguese) is responsible for environmental quality control and analysis. CETESB also
monitors the air quality conditions (surface O3, nitrogen oxide (NO), nitrogen dioxide
(NOy), sulfur dioxide (SO,), particulate matter less than 10 micrometers (PM;), PM; 5, ben-
zene, and toluene in pg m~3, and carbon monoxide (CO) in ppm). The air quality station
network covers 61 locations, 37 in the MASP, as shown in Figure 1. The CETESB stations
do not provide hourly accumulated rainfall data. Many do not meet WMO [36] guidelines
for wind direction monitoring because the main objective of CETESB is to monitor air
quality conditions. To compare with the model simulations for weather parameters, the
authors used hourly data from the IAG/USP climatological station, which meets the WMO
standards and has sensors free from urban and natural obstacles, including wind speed and
direction. We classified the air quality stations by their surrounding areas, such as “Forest
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Preservation”, “Urban”, and “Urban Park” inside the MASP (coordinates are available in
Supplementary Table S1), and outside the stations present two types as “Regional Urban”
and “Industry” (Supplementary Table S2). This classification differs from CETESB, which

considers only industrial or urban features.
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Figure 1. Modeling domain area and stations network in the MASP as points to compare with
simulations (Reprinted /adapted with permission from Ref. [37]. 2021, Universidade de Sao Paulo).

The authors used two datasets of meteorological parameters and air pollutants as
hourly time series from the CETESB repository (available online on the QUALAR web-
site https:/ /qualar.cetesb.sp.gov.br/qualar, accessed on 16 June 2020). The first dataset
used hourly data from ten stations (Table S2 in Supplementary Materials) for five years
(2014-2018). To choose the simulation period, we began by processing the five-year time
series of hourly ozone concentrations and calculated the maximum hourly average monthly
concentrations by station type. The second dataset comprises hourly concentrations taken
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at all stations within the second domain for two months (September and October 2018). We
compared the hourly and maximum daily 8 h average (MDAS) O3 concentrations by station
types between scenarios (Base case, RCP 4.5, and RCP 8.5). Finally, the mean difference
analysis of the MDAS8 O3 by month and space identifies future changes due to variations in
the atmospheric conditions across the RCP scenarios. Table 1 displays the main physical
and chemical configurations for two domains used for the three atmospheric scenario
conditions.

Table 1. Physical and chemical model configurations.

Description Configuration
Model version 413
Simulation period September and October 2018 and 2030
Domain

West-east points 90, 151
South-north points 60, 121
Vertical levels 32,27
Geographical dataset 30s,30s

Grid spacing 15 km, 3 km
Map projection Mercator
Center latitude —23.57

Center longitude —46.61
Physical parameterization

Long-wave radiation RRTM [38]
Short-wave radiation RRTMG [39]

Boundary layer
Surface layer
Land-surface
Cumulus cloud
Cloud microphysics
Urban surface

Chemical options
Chemical lateral
Gas-phase mechanism
Photolysis scheme
Emissions

BouLac [40]

Revised MMS5 scheme [41]
Noah [42]

Grell 3D [43,44]

Morrison double-moment [45]
Urban canopy model [46]

Idealized profile
CBMZ without DMS
Fast-J [47]

Two 12 h files
CBMZ/MOSAIC [48]
RADM?2 speciation [49]
MEGAN?2 [50]

2.2. Preparation of the Emission Files

Emissions files included information from EDGAR v4.3 with HTAP v2.2 [51,52], local
estimates for road transport emissions [22] and biogenic emissions from the Model of Emis-
sions of Gases and Aerosols from Nature (MEGAN) [50]. All scenarios used the emission
files under the CBMZ mechanism. The authors performed the model evaluation for the
base case scenario using all measurements for the stations inside the second modeling
domain area (D02 in Figure 1) and applying the statistical benchmarks by Emery et al. [53].

Test simulations to calibrate the emission file were performed for the base case sce-
nario and comprised 6-12 and 24-28 September 2018, in conditions with no precipitation.
The emission files for the road transport sector with a correction factor of 0.8 for NO,
emissions improved the simulations for ozone and its precursors (i.e., NOy and CO). We
used these corrected emission files to perform the two-month simulation period (August
and September 2018) for all scenarios. The projected scenarios (RCP 4.5 and RCP 8.5) share
the same information and configurations as the base case scenario.

From the many emission sources in the MASP, we count three as the most represen-
tative: road transport, industrial, and residential sectors. Road transport is responsible
for the emission of most air pollutants [9]: 97% of CO, 75% of total hydrocarbon (HC),
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64% of NOy, 17% of sulfur oxides (SOy), and 40% of particulate matter (PM) for 2018 [11].
Heavy-duty vehicles (diesel-fueled) are responsible for 44% of NO, emissions. Our study
used a bottom-up approximation described and applied in Andrade et al. [22] to calculate
emissions by vehicle and fuel consumption types. This approximation involved data on
road length (major roads, minor roads, and highway links) from OpenStreetMap contribu-
tors [54], vehicle numbers obtained from DENATRAN, and the CETESB [8] report’s vehicle
fleet composition. We also used emission factors (Table S3 in Supplementary Materials)
based on measurements in tunnel experiments (Janio Quadros and Maria Maluf tunnels)
presented in Pérez-Martinez et al. [55] and Andrade et al. [22,56].

The industrial sector also contributes to air pollutant emissions, with most point
sources located in the MASP Southeast (i.e., the industrial park in Cubatado near the coast).
The residential sector considers contributions from wood burning from restaurants and
bakeries. These residential sources contribute locally and should be considered in emission
inventories, as Lima et al. [10] mentioned. To represent these sources, we used emission
inventories of these two sectors from the EDGAR-HTAP [51,52] for the 2010 reference year.
We created a WRF-Chem emission file for a standard day by adding emissions from the
road transport, industrial and residential sectors. The emission file speciation followed the
CBMZ mechanism.

Figure 2 shows an example of the spatial emission distribution for NO. Industry
(Ind.) and residential (Res.) emissions correspond to EDGAR-HTAP dataset for 2010, so
hourly emissions are constant. Road transport considered the vehicle fleet for September—
October 2018 and an hourly temporal profile from Andrade et al. [22]. Road transport
emissions, depicted as line sources, predominate in the modeling domain area. The
industrial and residential sources have the highest emission rates in urban areas at the
center of the model domain area. Finally, the MEGAN model, version 2 [50], calculated
biogenic emissions based on the ambient temperature, solar radiation, leaf area index, and
plant functional type.
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Figure 2. Sum of anthropogenic NO emissions as input to the WRF-Chem model for the second 3 km
horizontal resolution domain.
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2.3. Model Performance Evaluation for the Base Case Scenario

The authors compared the meteorological and air quality model results against ob-
servations from CETESB air quality stations and the IAG/USP station. This comparison
covers three recommended analyses suggested by Seinfeld and Pandis [57] for air pollu-
tants: time series analysis, simulated peak concentrations, and comparisons by location.
The meteorological evaluation considered benchmarks statistics (Supplementary Table S54)
recommended by Monk et al. [58] for complex terrain due to characteristics of the modeling
domain, such as higher areas that differ in elevation (e.g., mountains as Pico do Jaragud
and buildings in the MASP).

On the other hand, there are many performance statistics parameters to evaluate
simulations from air quality models. Emery et al. [53] analyzed statistics and benchmarks to
assess photochemical models applied to North America, shown in Supplementary Table S4.
For surface ozone, they recommended two benchmarks as “Goal” and “Criteria” levels
and three performance statistics: normalized mean bias (NMB), normalized mean error
(NME), and correlation coefficient (r). Table S5 in the supplementary materials shows
these and other statistical equations used in the meteorological performance evaluation:
mean absolute gross error (MAGE), mean bias (MB), index of agreement (IOA), and root-
mean-square error (RMSE). They also recommend only a cutoff value for hourly ozone
to calculate NMB and NME statistics to avoid skewing issues. In contrast, the correlation
coefficient calculation requires all the hourly simulations. Therefore, we used a cutoff value
of 40 ppb (80 ug m~3) to calculate NMB and NME statistics for the surface ozone; this
threshold represents higher levels achieved in spring in the MASP.

3. Results and Discussions
3.1. Monthly Ozone Analysis

The authors selected air quality stations with available hourly information from
CETESB stations, as shown in Table 56 in the Supplementary Materials. This analysis
reveals higher ozone levels, mainly in September to December, as shown in Figure 3. The
highest average value for spring agrees with Carvalho et al. [13], who mentioned that the
increase in O3 formation appears mainly between September and November due to the
clear sky conditions during the afternoon. The daily profile analysis shows higher ozone
peaks at 15:00 hours Brazil local time (LT), mainly during September for several air quality
station types. Therefore, September and October are months regarded as modeling periods
to study ozone formation.

Furthermore, clear sky conditions can reduce the ozone flux through stomatal con-
ductance by the forest ecosystem [59], which is another factor to consider. In contrast,
the opposite occurs during the summer under cloudy or partly cloudy conditions. How-
ever, there are no notable differences in O3 concentrations between stations surrounded
by vegetation, such as those located in forest preservation and urban park. For instance,
Pico do Jaragua (Forest preservation station), which is surrounded by forest that could
potentially remove O3 concentrations [60], showed no significant difference in O3 (Figure 3)
when compared to other stations with less vegetation, such as those classified as urban (i.e.,
Interlagos, Carapicuiba, Parque D.Pedro II, Pinheiros).

3.2. Base Case Scenario
3.2.1. Meteorological Model Performance Evaluation

The authors compared the meteorological parameters of the base case scenario simula-
tion with measurements at the IAG/USP climatological station (Agua Funda). Supplemen-
tary Figure S1 shows comparisons at the surface of temperature (°C), relative humidity (%),
accumulated rain (mm), and winds (speed in m s~ ! and direction in degrees). Statistical
results in Supplementary Table S7 show at least inaccuracies in the MB temperature bench-
mark (< £1 °C) and wind speed for two benchmarks (IOA > 6 and MB < +1.5m s7h).
On average, model simulations for these parameters overestimated the observations, in
which MB values were 1.56 °C and 1.69 m s~ !, respectively. Statistical results for relative



Atmosphere 2023, 14, 626

8of 19

humidity and wind direction comply in good agreement with all benchmarks for complex
terrain.
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Figure 3. Daily profile analysis for surface ozone concentrations by station types and months.

The accumulated rainfall in September was 107 mm, lower than in October (152.2 mm).
Supplementary Figure S2 shows differences between simulations and observations with
higher daily overestimations (38 days) than underestimations (20 days). Some underesti-
mations were also noticed, primarily due to the model’s inability to reproduce rain peaks.
Overall, the hourly rain simulations overestimated the observations, with a mean bias of
0.13 mm. The correlation coefficient between the simulated and observed rainfall was low
(r = 0.11). However, it indicated a statistically significant linear relationship between the
two sets of values (t-stat = 4.23 > t-crit = 1.96), as confirmed by the Pearson correlation’s
t-test with the significance level of alpha = 0.05 and n-2 degrees of freedom.

Wind-rose plot comparisons between simulation and observations presented similar
directions (Figure S3 in Supplementary Materials), mainly for winds blowing from south-
easterly influenced by sea breezes. However, simulations did not represent the frequency of
easterly winds. Moreover, the frequency of calm wind for observations (values < 0.5 m s~ )
was higher than the modeled values. The wind speed simulations frequently exceeded the
observations, with a higher value in October, reaching a maximum difference of 6.48 m s,
as shown in Figure S2. The model consistently overestimated the wind speed by 1.69 m s~!
on average.

3.2.2. Air Quality Model Performance Evaluation

The authors compared simulations against observations as a mean daily profile for O3,
NO, NOy, CO, and toluene (Figure 4) for the Pinheiros station, as it has complete measure-
ments for all air quality parameters. Some pollutants (NO, and toluene) with remarkable
differences for certain hours at Pinheiros station overestimated the observations caused
by the temporal-spatial distribution of the emissions and uncertainties of temperature
and wind speed simulations. Toluene simulations are overestimated during nighttime and
underestimated during daylight, indicating that VOC emissions may be overestimated,
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which can impact ozone formation during noon hours. In addition, NO, uncertainties can
affect the nocturnal peak ozone simulation around three- and seven-hours LT, a behavior
reported by Andrade et al. [9], Carvalho et al. [13], and Mazzoli da Rocha [27].

Pinheiros (Urban station)
WRF-Chem simulation [Mod]
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20 1 o, _ F2
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Figure 4. Modeled compared with observations and their differences as mean diurnal profiles of air
pollutant concentrations for Pinheiros urban station for two months (September and October 2018).
The standard deviation is in a blue-shaded area, calculated from hourly data for simulations (Mod)
and observations (Obs).

Supplementary Table S8 shows values of the performance statistics considering all stations
inside the 3 kmm domain. Overall, simulations for O3 and NO, overestimated the observations
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with MB values within 13.15 ug m~3 (October 2018) and 4.09 ug m~3  (September 2018),
respectively. NO and CO simulations underestimated the measurements for October 2018, with
NMB within —47.84% and —61.76%, respectively. Some factors can explain these differences for
those pollutants, attributed to the spatial emission distribution for light-duty and heavy-duty
vehicles around specific roads in the MASP, as mentioned by Ibarra-Espinosa et al. [61]. Heavy-
duty diesel vehicles travel long distances and release more NOy than other vehicle types. This
behavior was not represented in the emission approximation used in this study and reported in
Andrade et al. [22], which assumes a proportional distribution based on the total road length (i.e.,
motorway, trunk, primary, secondary, and tertiary road types) for each grid cell of the modeling
domain. The hourly ground ozone concentrations simulation did not attain a correlation coefficient
greater than 0.7. However, ozone simulations comply with the statistical benchmarks suggested by
Emery et al. [53], whose values are marked in blue in Supplementary Table S8. The overestimation
of NMB with a cutoff value for Os is slightly greater in September than in October, suggesting
that the simulation of peak ozone concentrations in October is more accurate.

3.2.3. Surface Ozone Evaluation by Station Type

The authors compared the hourly O3 simulations against the observations by the
station for September and October 2018 (Figure 5). Hourly simulations reached higher
observations in each plot. This consideration is essential for model validation, according
to suggestions by Seinfeld and Pandis [57]. Table 2 presents a summary of the statistical
results by station type and month that evaluates the performance of the surface ozone
simulation, including all stations inside the second model domain. Applying the evaluation
proposed by Emery et al. [53], O3 simulations for many stations complied with at least
two statistical benchmarks for the criteria level. These statistical results for both months
suggest a good agreement with the observations. The forest preservation (FP) station had a
noticeable NME value in red that exceeded the statistical benchmark. However, this station
type presented low MB (0.45 ug m~%) and high correlation coefficient (r = 0.72), shown in
Supplementary Table S9. Based on statistical values for higher r and IOA and low MB (close
to 0), O3 simulations for September 2018 presented a better performance than October. A
reasonable explanation for the low correlation for October 2018 simulations is the model
limitations to represent rainy and cloudy conditions that impact the O3 formation.

Table 2. Surface ozone model performance evaluation: statistical results summary.

NMB NME r
Month Location Classification (%) (%)
September 2018 Domain 02 All types 2.2 21.7 0.67
Outside Industry -73 17.5 0.80
Regional urban —0.3 19.2 0.69
MASP Forest preservation 7.2 30.6 0.72
Urban 7.4 24.8 0.68
Urban park —0.6 22.7 0.69
October 2018 Domain 02 All types 2.0 20.8 0.64
Outside Industry -85 20.6 0.69
Regional urban -1.9 18.6 0.59
MASP Forest preservation —4.5 24.4 0.60
Urban 9.0 23.3 0.66
Urban park 4.8 23.0 0.67

Reprinted/adapted with permission from Ref. [37]. 2021, Universidade de Sao Paulo. A threshold value of 80 pg

m~3 was used to determine NMB and NME only for 1 h ozone, and the correlation coefficient (r) was calculated
using all hourly data, as suggested by Emery et al. [53]. “Goal benchmark” values are in bold blue, and “Criteria

benchmark” values are in blue. Values in red do not meet the statistical metrics.
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Figure 5. Modeled versus measured surface ozone concentrations for September—October 2018 by
station type. Fifty-six stations with hourly concentrations were considered to obtain this plot.

Peak ozone concentrations for industry stations outside the MASP are underestimated,
achieving the criteria benchmark (NMB <+15%) for both months. However, ozone simu-
lations for regional urban stations were more accurate, with NMB values within the goal
benchmark (<£+5%). Inside the MASP, urban park stations showed good simulations for
both months, while the FP station performed better in October than in September. Peak
ozone simulations for urban stations presented acceptable overestimations, with NMB
values within the goal benchmark (<+15%). These statistical results indicate a good perfor-
mance of the model in simulating higher hourly observation values, in line with Seinfeld
and Pandis [57] suggestion to represent peak concentrations.

3.3. Future Scenarios
3.3.1. Changes in Meteorological Conditions

Monthly temperature and relative humidity simulations for September and October
(Figures S4 and S5 in Supplementary Materials) show different values by scenarios and
air quality stations. The RCP 8.5 scenario has a prevailing higher monthly mean tempera-
ture. In September 2030, the increase in temperature under the RCP 8.5 scenario is more
pronounced, compared to October 2030. The temperature values for the base case are
nearly identical to the RCP 4.5 scenario, particularly in September, suggesting that the
RCP 4.5 scenario may be optimistic for the Sdo Paulo state and the future may be worse as
projected by the RCP 8.5 scenario. Hence, these changes in temperature impact the model
because they influence biogenic emissions, positively increasing O3 formation in the MASP.
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Thus, the MEGAN model estimates the increase in isoprene emissions for September as a
response to changes in rising temperature and other factors mentioned previously.

As part of the base case scenario, the authors found the highest value at the Pico do
Jaragua station, with a relative humidity of 85.3% for October 2018. Low values for the RCP
8.5 scenario are remarkable in both months, below 70% on average for all stations. As in the
case of temperature, the relative humidity for September presented similar values for the
base case and RCP 4.5 scenarios. Regarding accumulated rain (Figure S6 in Supplementary
Materials), September showed similar rainy patterns between scenarios. However, rainy
days in October were not comparable between scenarios. Model simulations for the RCP 4.5
scenario depict the highest accumulated daily rainfall peak from 20 to 24 September 2030.
Rainfall patterns varied significantly in October, with only a few coincidences between
the two scenarios: one on 13 October (Base case and RCP 8.5) and the other on 17 October
(base case and RCP 4.5). The monthly rainfall in October is greater than in September, as
demonstrated in Supplementary Figure S6. Additionally, the simulation results for RCP
4.5 and RCP 8.5 scenarios indicate a reduction in monthly rainfall. The RCP 8.5 scenario
exhibited a more pronounced decrease than the base case and RCP 4.5 scenarios.

3.3.2. Changes in Surface Ozone

Figure 6 compares the time series of simulated surface O3 concentrations between
the base case (September-October 2018) and the RCP 4.5 and 8.5 scenarios for September—
October 2030. RCP 4.5 and 8.5 scenarios have different atmospheric conditions with the
same anthropogenic emissions calculated for September—October 2018. Only a few days
under the base case scenario have three periods with high O3 concentrations: 8-11, 22-24
September and 30-31 October. In contrast, the authors found hourly peak concentrations
for both RCP scenarios. For September’s last days, the RCP 4.5 scenario simulations showed
the O3 peak predominantly in stations inside the MASP (Forest preservation, Urban, and
Urban park). Trends of O3 peak increment for October are pronounced in all station types
during its first days and between 20 to 26 October 2030. The highest peak simulation for
urban stations achieved 318.4 tg m 3 at 15 h LT in the Guarulhos-Paco Municipal station on
23 October 2030. Hence, low rain simulations under the RCP 4.5 (Supplementary Figure S56)
between 19 and 29 October 2030 influenced a higher ozone formation than the RCP 8.5.

Conversely, rising ground O3 under the RCP 8.5 scenario is higher for September than
October, mainly in the MASP stations. Figure 7 illustrates a higher frequency for values
greater than 100 j1g m 3 of hourly ozone concentrations in September compared to October
under the RCP 8.5 scenario. There is a noticeable peak density for values around 50 pg m~3
under the RCP 8.5 scenario in October. Overall, the simulations for September showed a
decrease in ozone formation for the RCP 4.5 scenario, particularly in the MASP, whereas
the simulations for the RCP 8.5 scenario showed an increase. The trend for the RCP 4.5
scenario was previously confirmed by Schuch et al. [28] for 2030 simulations, considering
both mitigation strategies for anthropogenic emission (mitigation scenario and maximum
feasible reduction).

The analysis confirmed the increase in MDAS8 O3 for both RCP 4.5 and RCP 8.5
scenarios under low rainfall conditions. Figure 8 reveals that the monthly average for
September is higher in the RCP 8.5 scenario than the RCP 4.5, which shows prominent
decreases. The selected areas in the north of the second modeling domain for the RCP 8.5
scenario in September showed minor reductions, while the urban center could experience
significant increases, shown in Table 3 for urban station types. Whereas for October, the
authors found increases and decreases for both RCP scenarios. For the RCP 4.5 scenario,
we observed the influence of the sea breeze, which transports O3 from the center of MASP
to northwest locations. MDAS O3 reductions are also notable in some urban areas for
both RCP scenarios, particularly in the northeast of the MASP during September and
in the east zone (i.e., Mogi das Cruzes, Biritiba Mirim, and Salesépolis) as well as the
southwest (Juquitiba) during both months. October presented more cloudy days, and
a few temperature increments influenced each scenario differently, both associated with
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varying rain patterns between scenarios. The RCP 8.5 scenario did not increase the ozone
concentration for October more than the RCP 4.5. So, cloudy conditions are one of the
main drivers that impact the photochemical reactions in air quality simulations. Table 4
compares changes in the percentage of ozone concentration for the MASP. The simulations
conducted for September in this study are consistent with those of previous studies, despite
the different periods considered. Mazzoli da Rocha [27] reported a similar decrease in
ozone concentration for the optimistic scenario, as observed in this study for September,
while a higher increase percentage was reported for the pessimistic scenario. However,
this difference is reasonable, as the comparison was made with the year 2050 instead of
2030. Notably, our simulations for October reveal a more significant increase in ozone
concentration for the optimistic scenario, whereas previous studies reported decreased
concentrations for days in July-August [28] and November [27].

Forest preservation

O3 [ugm=3]
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0 4
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Figure 6. Comparison of modeled surface ozone concentrations for September-October 2018 (base
case scenario) and September—October 2030 under RCP 4.5 and RCP 8.5 scenarios. The analysis
considered model simulations at 56 stations.



Atmosphere 2023, 14, 626

14 of 19

Table 3. Mean =+ standard deviation of surface MDAS8 O3 over Sdo Paulo by station type.

2018 2030 2030
Month Location  Classification Base Case (ug m—3) RCP 4.5 (ug m~—3) RCP 8.5 (ug m~3)
September Outside Industry 100.5 £ 23.41 944 +15.7 (—6.1 + 28.19) 98.6 + 21.54 (—1.9 + 31.81)
Eff;i’l“al 97.0+20.75  90.7 + 18.66 (—6.4 & 27.91) 99.9 + 19.40 ( +2.9 + 28.41)
MASP Forest 92.7 £ 2557  84.8 +£32.05(~7.9 £41.00)  106.1 & 29.23 (+13.5 + 38.84)
preservation
Urban 90.5 4+ 24.21 81.8 + 30.29 (—8.7 + 38.78) 105.5 + 28.81 (+15.0 + 37.63)
Urban park 90.2 4+ 23.01 82.0 + 30.20 (—8.3 + 37.97) 105.4 + 29.01 (+15.1 + 37.03)
October Outside Industry 95.0 +£15.60  104.8 +24.17 (+9.8 4 28.77) 98.6 + 22.70 ( +3.6 4+ 27.54)
Eref;flnal 914+ 1634 982+ 24.16 (+6.7 = 29.25) 91.0 + 23.63 (—0.4 + 28.73)
MASP Forest 79.7 £25.87  89.7 + 33.26 (+10.0 + 42.14) 84.2 + 30.23 (+4.5 -+ 39.79)
preservation
Urban 80.0 4= 27.80 87.7 + 34.27 (+7.7 4+ 44.13) 80.3 £ 28.06 (+0.2 + 39.50)
Urban park 80.4 + 28.35 87.4 4+ 34.95 (+7.0 + 45.00) 81.0 £ 28.86 (+0.6 & 40.46)
The mean and standard deviation are shown inside the parentheses. Red values mean increases, greater than +2.
Whereas blue values mean decreases, considering —2 as the limit.
Table 4. Comparison between changes in ozone concentration and other similar studies for the MASP
under climate change scenarios.
Study Optimistic Scenario Pessimist Scenario Period
This work —7.90% (RCP 4.5) +9.47% (RCP 8.5) 1-30 September 2018 and 2030
+9.66% (RCP 4.5) +1.99% (RCP 8.5) 1-31 October 2018 and 2030
Schuch et al. [28] —10% to 0% (RCP 4.5) - 31 July to 10 August 2020 and 2030
Mazzoli da Rocha [27] ~ —6% (SRES B1) +14% (SRES A2) 8-16 November 2020 and 2050 (cases 2, 3,

and 4)

The colors indicate changes in O3. Red values represent increases, while blue values represent decreases.
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Figure 7. Histogram and density of hourly surface ozone concentrations for September (top panel)

and October (lower panel) for all scenarios.
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Figure 8. Variability by monthly mean for MDAS8 O3 between RCP scenarios and the base case
scenario (2018), applied for the second modeling domain area. The MASP is located at the center of
the map (Reprinted /adapted with permission from Ref. [37]. 2021, Universidade de Sao Paulo).

4. Conclusions

The WREF-Chem model is an effective tool for analyzing ozone formation and its
changes in meteorological conditions. It can explain the factors contributing to air pollutant
formation in urban areas and how pollutants may vary under different weather conditions
while keeping anthropogenic emission constant. Our methodology approximates the
total emissions by adding other sources to the transport emissions, such as industry and
residential from EDGAR-HTAP and biogenic sources from MEGAN for September and
October 2018 (Base case). The WRF-Chem model simulated the O3 formation and other
air pollutants (NOy, CO, toluene) under two RCP (4.5 and 8.5) scenarios for September
and October 2030. Compared with the base case scenario, the authors assessed their
changes in atmospheric conditions and their impact on the ground O3 formation. Our
study provides the framework to analyze the interactions between climate change scenarios
and air pollutants using a regional air quality model.

First, we evaluated the base case scenario, which showed O3 simulations in good agree-
ment with observations considering the benchmarks recommended by Emery et al. [53].
However, meteorological simulations for some parameters (temperature, wind speed, and
rainy conditions) presented inaccuracies in compliance with performance statistics sug-
gested by Monk et al. [58]. These limitations impacted the surface O3 simulation. Other
factors contributed to inaccuracies and are related to ozone’s precursors (NO,, CO, and
VOC), mainly associated with the input emissions and their temporal and spatial distri-
bution. Second, based on the comparisons between the RCP scenarios and the base case
scenario, we found an average increase in peak ozone concentrations (0.43% for RCP 4.5
and 5.92% for RCP 8.5) with variations depending on the month and location. In September,
O3 simulations showed increases under the RCP 8.5 scenario atmospheric conditions of
high-rising temperatures and low rainy conditions. RCP 4.5 scenario simulations showed
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that O3 decreased in September. However, their peak ozone concentrations in October
presented more increases than under the RCP 8.5.

In conclusion, this study found monthly changes in surface O3 over the MASP un-
der the RCP 4.5 and RCP 8.5 scenarios as future atmospheric conditions, maintaining
the emission rates and land use unchanged in 2030. Rising temperatures by radiative
forcing scenarios do not necessarily lead to increases in ozone due to changes in rainfall
patterns. Considering two months of analysis, on average, the RCP 8.5 showed higher
O3 concentrations than the RCP 4.5. However, based on a monthly analysis, the RCP 8.5
had lower O3 concentrations in October than the RCP 4.5. Our work has limitations in
simulating an extended period because of limited computational resources. Despite this,
we recommend evaluating monthly changes in O3 to obtain insights into the impacts of
changes in atmospheric conditions. As a crucial reminder, society must be prepared for
possible negative consequences under any climate change scenario. In this case, ozone
formation can intensify or decrease depending on how meteorological factors, such as
cloudiness and temperatures, vary.

Supplementary Materials: The following supporting information can be downloaded at: https:
/ /www.mdpi.com/article/10.3390 /atmos14040626/s1, Table S1: Geographical coordinates and
classification of the CETESB air quality monitoring stations and the IAG climatological station inside
the Metropolitan Area of Sao Paulo (MASP); Table S2: CETESB air quality monitoring stations network
around the Metropolitan Area of Sao Paulo, and inside the State of Sdo Paulo; Table S3: Emission
factors by vehicle type and fuel (g/km); Table S4: Surface ozone and meteorological parameters
with statistic benchmarks; Table S5: Statistic equations used for the model evaluation; Table S6:
CETESB stations with five years (2014-2018) of hourly measurements for monthly analysis; Table S7:
Statistical analysis of meteorology parameters for September—October 2018 at IAG/USP station
location; Table S8: Statistical performance analysis of air quality gas simulations by month; Table S9:
Statistical performance analysis of surface ozone simulations by type of station and month; Figure S1:
Comparison of observed and modeled meteorological parameters at IAG/USP Station for September—
October 2018 (Reprinted /adapted with permission from Ref. [37]. 2021, Universidade de Sdo Paulo);
Figure S2: Differences between simulation (Mod) and observations (Obs) for daily total rain, based on
measurements at the IAG/USP climatological station during Sep-Oct 2018; Figure S3: Wind rose plot
comparison between modeled (Mod.) vs. observations (Obs.) at the IAG/USP climatological station
for the period September—October 2018; Figure S4: Comparison of average monthly temperature
values among scenarios by station locations. (a) September, (b) October (Reprinted /adapted with
permission from Ref. [37]. 2021, Universidade de Sao Paulo); Figure S5: Comparison of average
monthly relative humidity values among scenarios by station locations. (a) September, (b) October
(Reprinted /adapted with permission from Ref. [37]. 2021, Universidade de Sao Paulo); Figure Sé:
Accumulated daily (up) and monthly (down) rainfall comparison between scenarios at the IAG/USP
climatological station (Reprinted /adapted with permission from Ref. [37]. 2021, Universidade de
Sao Paulo).
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