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Abstract: Increasing global warming can potentially increase the intensity of ENSO and IOD extreme
phenomena in the future, which could increase the potential for wildfires. This study aims to develop
a hotspot prediction model in the Kalimantan region using climate indicators such as precipitation
and its derivatives, ENSO and IOD. The hotspot prediction model was developed using Principal
Model Analysis (PMA) as the initial model basis. The overall model performance is evaluated using
the concept of Cross-Validation. Furthermore, the model’s performance will be improved using the
Bayesian Inference principle so that the average performance increases from 28.6% to 61.1% based on
the model’s coefficient of determination (R2). The character of each year in the model development
process is also evaluated using the concept of cross validation. Since the climate indicator we used
was integrated with the ENSO and IOD index, model performance is strongly influenced by the ENSO
and IOD phenomena. To obtain better performance when estimating future forest fires (related to El
Niño and positive IOD), years with a high number of hotspots and coinciding with the occurrence
of El Niño and IOD are better used as early model years (PMA). However, the model tends to
overestimate the hotspot value, especially with a lower strength El Niño and positive IOD. Therefore,
years with a low number of hotspots, as in normal years and La Niña, are better used in the model
performance improvement stage (Bayesian Inference) to correct the overestimation.

Keywords: wildfires; climate; prediction; probabilistic; Bayesian

1. Introduction

Wildfires in Indonesia are an annual disaster. One of the most significant wildfire
incidents occurred in 2015, resulting in a total of 2.6 million ha of burned area. This fire
caused dense smoke that covered 80% of the Sumatra and Kalimantan regions [1,2]. Forests
in Indonesia have been referred to as one of the world’s lungs, which donate oxygen to
living things, especially in the Kalimantan region. Since 2007, Kalimantan (called Borneo)
has been named “Lungs of the World” with a 40% contribution to the oxygen on earth [3,4].
However, forests in Kalimantan have been subject to systematic deforestation processes,
such as land and forest fire during the dry season. The Ministry of Environment and
Forestry of the Republic of Indonesia [5] releases data on the area burned for each region
in Indonesia. The data is recapitulated based on major islands in Indonesia, such as Java
Island, Kalimantan Island, Sumatra Island, Sulawesi Island, Bali Island, and Nusa Tenggara.
Figure 1 shows that the island of Kalimantan has had the largest total burned area over
the last five years. Most of them occurred during Kalimantan dry season [6]. The main
factor that affects the dry season in Kalimantan is monsoon winds, which have a season
of 12 months [7]. As a result, the dry season occurs around June–September, coinciding
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with El Niño and a positive Indian Ocean Dipole (IOD) impact on Kalimantan when both
phenomena occur [8].
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The severity of wildfires can be driven by several factors, including local and global cli-
mate factors [9–11]. The most significant global climate phenomenon influencing wildfires
for the last few decades is global warming, raising global air temperature. Air tempera-
ture and wildfires have a unique relationship. Higher air temperatures will increase the
evapotranspiration rate of the land, which lead to drier land and vegetation conditions.
Therefore, it increases the probability of hotspot occurrence, which leads to wildfires [12].
During a wildfirs event, a significant amount of carbon emission is released. Therefore,
it leads to higher air temperatures in surrounding areas, which increases the risk state.
Even though Indonesia experienced pronounced warming across all regions, there are no
significant changes in the precipitation trend [13]. In drought index models, the impact of
air temperature commonly lies under the evaporation and transpiration functions, while
precipitation has a more direct impact on the models. Therefore, the impact of air tem-
perature is suppressed by the precipitation variability, especially in a region with high
precipitation variability, such as Indonesia. Indonesia’s precipitation variability is heavily
influenced by monsoon and climate phenomena related to local and global sea surface
temperature. The emergence of El Niño and IOD+ (either individually or simultaneously)
can significantly increase the severity of wildfires by elongating the dry season’s duration,
as happened in 2002, 2006, 2009, 2015, and 2019 [14].

El Niño is a warm phase of the El Niño southern oscillation (ENSO) phenomenon.
This phenomenon represents increased sea surface temperatures in equatorial Pacific wa-
ters [15]. El Niño can be measured using the Niño3.4 Index, calculated by averaging the
value of five monthly sea surface temperature anomalies in the Niño-3.4 region (5◦ N–5◦ S,
170◦ W–120◦ W). El Niño events are determined when the Niño3.4 Index is worth more
than 0.4 ◦C for six consecutive months. El Niño causes a decrease in the sea surface temper-
ature of the Indonesian ocean and reduces the evaporation rate, resulting in decreases in
precipitation intensity [16].

Meanwhile, IOD+ is a phenomenon where the average sea surface temperature of the
western Indian Ocean (50◦ E–70◦ E, 10◦ S–10◦ N) is warmer than the average sea surface
temperature in the eastern one (90◦ E–110◦ E, 10◦ S–0◦ N) [10,17]. The strength of the IOD
phenomenon can be measured using the Dipole Mode Index (DMI) [18,19], which describes
the difference between the average temperature of the western and eastern Indian oceans
described previously. Just as with El Niño, the IOD+ phenomenon reduces evaporation
rates and precipitation intensity in Indonesia, especially in the western part of Indonesia.
When ENSO and//and IOD+ occur during the Kalimantan dry season, both phenomena
increase the severity of the dry season by the season’s elongated duration; this happens
even more when both phenomena co-occur [20].
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Hotspots are commonly used as an early indicator of wildfires occurring in almost
every dry season in Kalimantan. ENSO and IOD correlate sufficiently with hotspots in Kali-
mantan [21]. The long dry season caused by El Niño and IOD+ significantly decreases soil
moisture in Kalimantan and results in dryer vegetation. This condition rapidly increases the
spread level of the hotspot and makes the wildfires harder to mitigate. However, hotspots
in Kalimantan have a different sensitivity in responding to ENSO and IOD phenomena,
where these hotspots are more sensitive to El Niño changes than IOD [22,23]. For example,
2015’s strong El Niño caused a much longer dry season than customary conditions, result-
ing in more than 11,000 hotspots detected in one month. During moderate El Niño (2002,
2009), more than nine thousand per month were detected during the dry season, whereas
during a weak El Niño (2004, 2015, and 2018), the number of hotspots was not too different
from average years. However, a weak El Niño that coincided with the IOD+ phenomenon
(2006, 2019) produced more than 10 thousand hotspots in 1 month [22] (Figure 2).
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ENSO and IOD are greatly influenced by global warming [17,24,25]. Many researchers
have discussed the trend of increasing extreme ENSO and IOD events in the last few
decades due to global warming [26–28]. Since 1950, there has been an increase in ENSO
variability under the influence of global warming, especially at a stronger ENSO [29].
Meanwhile, extreme IOD+ events have occurred five times in the last 60 years and only
seven times in the last 1000 years [17]. Given that wildfires in Kalimantan have a close
relationship with ENSO and IOD, the global warming trend can potentially increase the
occurrence of extreme wildfires in Kalimantan. Therefore, it is necessary to have a good
wildfire early warning system.

In 2021, a deterministic prediction model was developed as an early warning sys-
tem [21]. Although it was a deterministic model, [23] it introduced the integration of ENSO
and IOD indexes into climate indicators to improve the accuracy of the prediction model in
Indonesia. In 2022, [30] an early warning system based on fire probability was introduced
in Indonesia. The study [30] introduced ERA5-based predictions and SEAS5-based predic-
tions. The result was benchmarked using a climatology-based model prediction, and [30]
manages to give great predictions through the influence of rare and newly occurring fire
events inside the El Niño zone. The area heavily influenced by IOD will result in lower
predictability, such as in Sumatra and West Kalimantan.

This study aims to develop a probabilistic hotspot prediction model in the Kalimantan
region, which is not only influenced by El Niño but also heavily influenced by IOD, and
even more, when both phenomena coincide. Seeing the potential that significant wildfires
will occur more frequently in the future, it is necessary to develop a wildfire prediction
model. This study provides quantitative results representing the impact of ENSO and IOD
on the dry season and wildfires in Kalimantan. In addition, this research can explain how
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ENSO and IOD affect wildfires in Indonesia in terms of the area of land burned and the
monthly average precipitation. The results of this study can contribute positively to future
wildfire prediction modelling.

2. Materials and Methods
2.1. Data and Study Area

This research analysed the entire island of Kalimantan in the coordinates 4◦ S–6◦ N
108◦ E–119◦ E. The number of hotspots, dry spells (number of days without rain with less
than 1 mm/day precipitation), and precipitation from 1997 to 2020 were utilized in this
analysis. Hotspot data was collected from the National Institute of Aeronautics and Space
(LAPAN) from the Moderate Resolution Imaging Spectroradiometer (MODIS) sensors
on the Terra and Aqua satellites with spatial resolution 0.25◦ × 0.25◦. According to the
standard data of the forest fire indicator, recommended by [31], the hotspot data has a
confidence level of >80%. Modis data has a temporal resolution of twice per day, which
allows it to provide daily information [32].

The precipitation data were obtained from ERA5, published by the European Center
for Medium-Range Weather Forecasts (ECMWF), which has been used in multiple research
studies on Indonesia [1,23,33–35]. Even though no research evaluates ERA5 data accuracy of
Indonesia’s precipitation, some studies show the characteristics of ERA5 precipitation data.
Generally, ERA5 data has better accuracy while estimating 0–10 mm precipitation [36] and
performs better on a daily scale compared to other data [37,38]. Those two characteristics
are essential to calculate the number of days without rain in this research. The ERA5 dataset
has many innovative features, such as hourly output and an uncertainty estimate obtained
from a 10-member ensemble of data assimilation with 3-hourly output [39]. Therefore,
ERA5 was used as precipitation data. The precipitation data have a spatial resolution of
hourly with NetCDF.

The dry spells data are obtained by converting daily precipitation by counting the
days with less than 1 mm/day of total precipitation [40]. The threshold was chosen by
the ability to represent long dry conditions in various existing research studies [41–43].
Based on hotspot information in Kalimantan, we exclusively concentrated on areas with
fire activity. All three data sets are filtered based on hotspot information with more than
ten hotspots/month during the dry season of June–September in more than one year (no
need to be consecutive years). Figure 3 shows the study area based on the number of
hotspots that have been filtered using the mentioned conditions. The colour of the area
indicates the level of the number of hotspots. The blue area represents the area that has
small total hotspots, while the yellow indicates areas with high hotspots. For ENSO, we
used data Niño 3.4, and for IOD we used the Dipole Mode Index (DMI), which is available
online at https://ggweather.com/ and http://www.bom.gov.au/climate/iod/ (accessed
on 30 November 2022).

Atmosphere 2023, 14, x FOR PEER REVIEW 5 of 21 
 

 

 
Figure 3. Research area with spatial and temporal filters. 

2.2. Principal Model Analysis 
Regression is a common technique used to construct a prediction model [44]. 

Numerous research studies have shown the feasibility of utilizing multivariate regression 
to develop a climate prediction model [45–47]. The previous prediction model for the 
hotspots in Kalimantan was developed using a regression process based on Principal 
Model Analysis (PMA) [21]. PMA is a partial least square (PLS)-based technique that 
employs principal component analysis to enhance the performance of the original PLS 
[48]. In general, multiple linear regression models can be written as follows in Equation 
(1). 

𝑌 = 𝛽 + 𝛽 𝑋 + 𝛽 𝑋 + ⋯ + 𝛽 𝑋 + 𝜀 
𝑌 = 𝑋𝛽 + 𝜀 

(1)

where 

𝑌 =

𝑦
𝑦
⋮

𝑦

, 𝑋 =

⎣
⎢
⎢
⎡
1 𝑥 ⋯ 𝑥

1 𝑥 ⋯ 𝑥

⋮ ⋮ ⋱ ⋮
1 𝑥 ⋯ 𝑥 ⎦

⎥
⎥
⎤

, 𝛽 =

𝛽
𝛽
⋮

𝛽

, 𝜀 =

𝜀
𝜀
⋮

𝜀

  

Parameter 𝛽  is estimated using the PMA method. The regular PLS regression 
approach of the training set (𝐷𝑠, 𝐻𝑠)  is as follows [49,50]: where 𝑋 is a matrix of dry 
spells and precipitation data, with 𝑝  as the process variable, 𝑌  as a matrix of total 
hotspot data, with 𝑖 as the predicted variable, with 𝑛 samples, and 𝑁 number of features 
is as follows: 

𝑋 × = 𝑇 × (𝑃 × ) + 𝐸 ×   (2)

𝑌 × = 𝑈 × (𝑄 × ) + 𝐹 ×   (3)

𝑈 = 𝛽𝑇  (4)

where 𝑇  and 𝑈  are matrices of the 𝑑  extracted score vector, 𝑃  and 𝑄  represent 
matrices of the loading vector of 𝐷𝑠 and 𝐻𝑠, 𝐸 and 𝐹 are residual errors, and 𝛽 is the 
regression coefficient. Based on random sampling with replacement, the PMA approach 
creates 𝑁 subtraining sets from the initial sample 𝑋. The fundamental PLS approach is 
then applied to each subtraining set to generate the internal regression coefficient 𝛽  for 
each subtraining set, denoted 𝑖 with 𝑖 = 1,2,3, … , 𝑛, which is the regression coefficient of 
the ith subtraining set. PMA uses a technique for principal component analysis to identify 
dominating parts from the regression coefficient of subtraining sets. The final regression 
coefficient of PMA is 𝛽 = 𝑉(: ,1: 𝑑𝑖𝑚), with 𝑉 as the rearranged eigenvector of 𝐵, and 
𝑑𝑖𝑚 is the number of principal components that will be used. 

Figure 3. Research area with spatial and temporal filters.

https://ggweather.com/
http://www.bom.gov.au/climate/iod/


Atmosphere 2023, 14, 286 5 of 20

2.2. Principal Model Analysis

Regression is a common technique used to construct a prediction model [44]. Nu-
merous research studies have shown the feasibility of utilizing multivariate regression
to develop a climate prediction model [45–47]. The previous prediction model for the
hotspots in Kalimantan was developed using a regression process based on Principal
Model Analysis (PMA) [21]. PMA is a partial least square (PLS)-based technique that
employs principal component analysis to enhance the performance of the original PLS [48].
In general, multiple linear regression models can be written as follows in Equation (1).

Y = β0 + β1X1 + β2X2 + . . . + βpXp + ε
Y = Xβ + ε

(1)

where

Y =


y1
y2
...

yn

, X =


1 x11 · · · x1p
1 x21 · · · x2p
...

...
. . .

...
1 xn1 · · · xnp

, β =


β1
β2
...

βn

, ε =


ε1
ε2
...

εn


Parameter β is estimated using the PMA method. The regular PLS regression approach

of the training set (Ds, Hs) is as follows [49,50]: where X is a matrix of dry spells and
precipitation data, with p as the process variable, Y as a matrix of total hotspot data, with i
as the predicted variable, with n samples, and N number of features is as follows:

Xn×N = Tn×d(PN×d)
T + En×N (2)

Yn×M = Un×d(QM×d)
T + Fn×M (3)

U = βT (4)

where T and U are matrices of the d extracted score vector, P and Q represent matrices
of the loading vector of Ds and Hs, E and F are residual errors, and β is the regression
coefficient. Based on random sampling with replacement, the PMA approach creates N
subtraining sets from the initial sample X. The fundamental PLS approach is then applied
to each subtraining set to generate the internal regression coefficient βi for each subtraining
set, denoted i with i = 1, 2, 3, . . . , n, which is the regression coefficient of the ith subtraining
set. PMA uses a technique for principal component analysis to identify dominating parts
from the regression coefficient of subtraining sets. The final regression coefficient of PMA
is βPMA = V(:, 1 : dim), with V as the rearranged eigenvector of B, and dim is the number
of principal components that will be used.

B = [β1, β2, . . . , βN ][β1, β2, . . . , βN ]
T (5)

V̂ = argmax
w=1

VT BV (6)

2.3. Bayesian Linear Regression

In this research, we want to develop a probabilistic model using Bayesian inference.
Bayesian inference is a technique of statistical inference used to revise the probability of a
hypothesis when more evidence or data becomes available [51]. Bayesian inference is an
essential statistical approach, particularly in mathematical statistics. Bayes’ theorem can be
defined as the product of the prior distribution of β denoted by Pprior(β) and the sampling
distribution denoted by Psample(y|β). The conditional probability as a posterior density is
contained in Equation (7) using Bayes’ theorem:

Pposterior(β|y) = Pprior(β) ·
Psample(y|β)

Ppred(y)
(7)
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where Ppred(y) represents the marginal distribution, which is likelihood averaged across all
potential parameter values about the prior density.

Ppred(y) =
∫

Pprior(β)Psample(y|β) dβ (8)

The likelihood function is the density of Psample(y|β), which is regarded as the probabil-
ity of a parameter value given a certain result. Pprior(β) denotes the subjective views of the
values of the parameters before measurement. Then, a posterior distribution Pposterior(β|y)
may seen as an increased level of belief achieved by incorporating experimental evidence.
Prior distribution was obtained from the β distribution of the prediction model using PMA.
The prediction model contained in Equation (3) with Hsi+1 is a total hotspot that occurred
in the next month. The prediction model used total precipitation Tpi and the index of global
climate indicator ENSO Ei as well as IOD Ii as a weight function, which can increase dry
spells’ Dsi accumulation from the last two months and hotspot correlations. A weighted
dry spells accumulation from the last two months is called a relative dryspell Dsrelativei.
The weight function used in this study is contained in Equation (4), with EN(t) as index
Niño3.4 and IO(t) as DMI at time t:

Hsi+1 = β[Dsrelativei] + ε
Dsrelativei = w(Ei, Ii) · Dsi, Tpi

(9)

w(t) = 0.4× log EN(t) + 5.1× log IO(t) + 5.6× log EN(t) · log IO(t) + 1.956 (10)

log EN(t) =
1.927

[1 + exp(−5.1× (EN(t)− 0.687))]
(11)

log IO(t) =
1.4027

[1 + exp(−10× (IO(t)− 0.637))]
(12)

Prior and Posterior

Prior distributions are parameters assumed previously from observation data. The
prior integrates model-specific information before examining the data. By altering the
variance of the prior, confidence in the parameters’ knowledge may be manipulated.
Specifying a large variance suggests knowing very little about the parameters, and we
want to give more weight to the data’s information about the parameters. Specifying a low
variance suggests a high level of confidence in our understanding of the parameters, which
must be accounted for in the analysis. Prediction of the number of hotspots is modelled by
Equation (9), where the errors are normally distributed with mean 0 and variance σ2 and
are independent of each other.

This study uses a Bayesian linear regression model with semi conjugate, which spec-
ifies that the conditional prior distribution β

∣∣σ2 is multivariate Gaussian with mean µ
and variance V, and the prior distribution of σ2 is inverse gamma with shape A and scale
B. Coefficient regression (β) is obtained from averaging the β value in the PMA method
(Bagging PLS) to obtain inverse Gamma parameters then estimate the prior using β value

in the PMA method. The data likelihood is
T
∏
i=1

φ
(
yi, xiβ, σ2), where φ

(
yi, xiβ, σ2) is the

Gaussian probability density evaluated at yt with mean xtβ and variance σ2. Predicted
response Y of the predictor X is a random variable with the posterior predictive distribution
that follows Equation (13). This quantity is the conditional expected value of the probability
distribution of y with respect to the posterior distribution of the parameters.

β̂ = E(β|y, x) =
∫

β,σ2

βπ(β, σ2|y, x)dβσ2 (13)
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2.4. Cross Validation

Cross validation enables testing based on accuracy with parameters of test data and
training data to provide data classifications with data accuracy or similarity in closeness
of a measurement result to the real numbers or data [52]. The training data is used to
develop a model, and the test data are predicted using the obtained model. Correlation
between expected and observed activity levels of the test set in this study were measured
by coefficient of determination

(
R2). The coefficient of determination represents a fraction

of variation in the dependent variable that can be predicted by the independent variables
shown in Equation (14) where Xi is the predicted ith value, and Yi is the actual ith value [53].
The usage of R-squared as a standard metric to evaluate regression analyses in any scientific
domain because coefficient of determination is more informative than SMAPE, and it does
not have the interpretability limitations of MSE, RMSE, MAE, and MAPE [46].

R2 = 1− ∑m
i=1(Xi −Yi)

2

∑m
i=1
(
Y−Yi

)2 (14)

In this study, when we leave p out, cross validation is used. This method excludes
p data points from the training set of n data points, then uses n− p samples to train the
model and p points as the validation set. This process is performed for each possible
combination, and the error is then averaged. Figure 4 shows the visualization of the Leave
p Out Cross Validation with p = 3.
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3. Results

This research predicts a number of monthly hotspots using Equation (1). The regres-
sion process is carried out using PMA with independent variables in the form of spatial
climate indicators, namely the accumulation of relative dry spells and total precipitation
of the last month. Then, regression coefficient and error values obtained from the PMA
method are used as the prior data in Bayesian inference. Based on the Bayesian principles
mentioned earlier, Bayesian inference requires data updates to update the information
obtained. The training data needs to be split into prior and posterior data. Therefore, this
research analysed which year characters were essential to be used as initial data for the
prior model and updated data for the posterior model. The principle of cross validation
is applied to 2001–2020 data. The analysis used 17 years as initial data for the prior and
three years of data as data update for the posterior. The obtained model was evaluated
to predict hotspots from 1997–2020. Using C(20,3), there were 1140 combinations of prior
and posterior sets. Regression performance was defined by counting the number of unique
models that produced a value of R2 > 0.8 when used to predict hotspots from 1997–2000.
Figure 5 shows the performance of each year when used as a posterior. If the specific year
has higher regression performance, the character of that year is highly recommended to be
used as data for posterior model development. Meanwhile, years with lower performance
are needed to be prioritized as initial data to make the prior model since they carry a high
or unique correlation that needs to be in the initial model.
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3.1. Evaluation of Year’s Characteristic When Used in Prior and Posterior Process

Figure 5 shows that regardless of which years were used as initial data (prior) and
data update (posterior), there is more than a 60% chance of obtained model having an
R2 > 0.8 when used to predict the 1997–2000 hotspot. However, this number can be higher
when we exclude years with significantly lower performance as posterior such as 2006,
2013, and 2019. Acknowledging those three years, the average performance is quite similar,
around 70% for all remaining years. The best years to be used as posterior are 2001, 2003,
and 2018. While 2018 is a weak La Niña year, 2001 and 2003 are both normal years with
relatively lower monthly hotspots, as shown in Figure 2. Even though both 2003 and 2018
have higher peak monthly hotspots compared to 2001, the observed hotspots were most
likely influenced by the dry seasons caused by IOD+ during 2003 and 2018. Since dryer
conditions caused by El Niño occurred more often than those caused by positive IOD
(IOD+), a high number of hotspots during a normal year (2003) and weak La Niña (2018)
will have a unique relationship with hotspots compared to the majority of the wildfire
events. Therefore, it will disturb the development process of the prior model. However,
not all unique relationships of dry seasons and hotspots, such as 2006, 2013, and 2019, were
suitable to be used in prior model development.

The unique (happened only once) relationship between hotspots and dry seasons
has the worst performance when used as a data update in the posterior model. 2006 and
2019 were both years with very extreme IOD+ events resulting in more than 6000 hotspots
occurring during peak months. While the 2019 IOD+ was much more extreme, the 2006
IOD+ happened during a weak El Niño. Therefore, the relationship between hotspot–
ENSO–IOD for both years was not similar. Meanwhile, 2013 was when the cold phase
of ENSO and IOD happened during the dry season. However, more than 1200 hotspots
occurred in 2 consecutive months. This condition indicates that the dry season and hotspots
in 2013 were influenced by another climate indicator not analysed in this research. This
relationship will reduce model performance when used as a posterior since the model was
highly influenced by ENSO and DMI indexes.

3.2. Evaluation of Bayesian Concept When Used as Robust Model

The Bayesian concept has been known as a concept that can improve model perfor-
mance, such as a linear regression model, minimizing the distribution of the error value
from the model. The Bayesian concept is tested in this research to improve model perfor-
mance and predict each year’s phenomena. The test is performed using the cross validation
principle. A total of C(24,3)-year combinations consisting of training and testing sets were
used, with the testing set being the entire combination of data from 3 years taken from
1997 to 2020. The remaining years of each variation were used as training sets consisting of
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prior and posterior sets. Year selection for use in the posterior process were based on each
year’s performance in the Section 3.1 analysis. For example, when used to predict hotspots
in 1997, 2001, and 2018, climate and hotspot data from 2003, 2016, and 2007 were used in
the posterior process to obtain the BLM model. Meanwhile, the rest of the 18 years of data
were used in the prior process to develop the initial model. The performance of the BLM
was compared with the model that was developed only using PMA and used all 21 years
of training data, except 1997, 2001, and 2018, which were used in the testing data.

There are 2024 combinations of testing and training years with 253 unique models for
each year to be tested for regression performance. Figure 6 shows the percentage of the
model used to predict each year’s data with a value of R2 > 0.9. For example, 72% of PMA
models can predict 2002 hotspots with R2 > 0.9. Meanwhile, almost 90% of BLM models
that predicted hotspots in 2002 have R2 > 0.9. This result shows that BLM improved the
model’s performance significantly when used to predict hotspots in 2002. Figure 6 shows
that the Bayesian concept can massively improve the PMA-based prediction model. Using
a few years of data as a data update during the posterior process significantly increases
robust model performance. When using the PMA-based model, only 28.65% of the models
from the cross validation model managed to have R2 > 0.9. Bayesian inference managed to
double the model number with R2 > 0.9 resulting in 61.11% of the total analysed model
during cross validation evaluation.
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Figure 6. Performance of PMA-based model and BLM model when used to predict each
year’s hotspots.

The easiest three years to predict using the BLM model are 2002, 2006, and 2015. There
was almost 90% model success in predicting hotspots in those three years with R2 > 0.9. In
2002 and 2015, hotspots reached more than 10 thousand during peak months. The result is
satisfying, especially when compared to the PMA-based model with a less than 30% model
with R2 > 0.9. More than 80% of the model also could predict other crucial years, 2004,
2009, and 2019, with more than 8000 hotspots during peak months. This result shows that
the algorithm used to build the model is powerful when used to predict a high number of
hotspots related to ENSO and IOD, with some exceptions, such as what happened in 1997.
Less than 4% of the model accurately predicted hotspots in 1997. This low accuracy is due
to the unique characteristic of 1997 events (Figure 7).
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Figure 7 shows that wildfires in 1997 happened when Niño3.4 and the DMI index
reached a value of more than 1.5, which are far above other years’ indexes, except the
DMI index in 2019. However, the number of hotspots in the analysed area is only around
8000, less than the 2002, 2006, and 2015 hotspots. In other years, conditions that resulted in
around 8000 hotspots and is easy to predict are moderate El Niño (2004, 2009) and weak El
Niño followed by weak IOD+. Since 1997, wildfires happened during extreme El Niño and
IOD+, and the model will predict a much higher number of hotspots than in other years,
which is inaccurate.

The BLM model was built using relative dry spells that carried ENSO and IOD
variability using Equations (9)–(12). Therefore, the model’s performance was highly related
to the behaviour of Niño3.4 and DMI indexes. Since the model was optimised to predict
a higher number of hotspots, BLM model performance tended to increase when used to
predict a high number of hotspots, especially related to ENSO and IOD phenomena. Vice
versa, model performance was significantly lower when used to predict wildfire events
with low numbers of hotspots, such as 1998, 1999, 2008, 2017, and 2020. Only less than 50%
of the models managed to predict hotspots in those five years with R2 > 0.9. Regardless,
the algorithm in this research is promising for being used in the future. Considering that
urgency of modelling the high number of hotspots is much higher than the lower number,
the result is satisfying. There is still room for improvement in the model. Therefore, we
need to examine some details that may be useful to understand the consequence of using
BLM to improve the performance of the PMA-based initial model.

3.2.1. Case Study: Four Models with Highest Values of Coefficient Determination (R2)

All four models with the highest values of R2 are obtained when 2019 is used in the
test data, while the two other years vary in terms of ENSO and IOD. The performance
of the BLM is very impressive when used to predict the 2019 hotspot with less than 1.5%
error, even more so, considering that 2019 was a unique year with a very strong IOD+ that
was only lower than DMI in 1997. Given that hotspots in 1997 had a different character
than in other years, making them hard to predict, the prediction results mainly rely on
2002 and 2006 data. Both years had more than 8000 hotspots during the warm phase of
ENSO and IOD that co-occurred (Figure 7). However, a case study in Figure 8 did not give
a significant improvement in using BLM instead of the PMA-based model, let alone show
the significant impact that BLM had. This behaviour is caused by the PMA model already
having an R2 of more than 0.9, except when used to predict 2004, 2005, and 2019 hotspots.
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Figure 8. Performance of Bayesian linear model when used to predict each year’s
(June–November) hotspots.

When used to predict 2004, 2005, and 2019 hotspots, the PMA model gives a value of
R2 0.86. BLM manages to improve the value of R2 to 0.99. This result is quite significant and
reveals the potential weakness of the PMA-based model. PMA-based model performance
decreases when used to predict three years with more than 2000 hotspots with different
characteristics of ENSO and IOD for each year. Therefore, it reduces hotspot variability in
the training data. The PMA-based model consistently underestimates hotspots’ numbers
each year compared to the actual data. The worst one underestimates hotspots in 2019 by
almost 4000 hotspots during the peak wildfire events. During this condition, the use of
BLM to improve the model’s performance becomes necessary. BLM managed to increase
the model’s accuracy by increasing the predicted hotspots. BLM successfully reduced the
error value from 2.63% to 0.88%. The most significant improvement was achieved when
BLM accurately predicted 2019 hotspots, especially during peak wildfires.

3.2.2. Case Study: Four Models with Lowest Values of Root Mean Square Error (RMSE)

The case study in Figure 9 shows that PMA-based models tend to underestimate the
actual hotspot number. Meanwhile, BLM consistently manages to increase the predicted
hotspot value so that it is closer to the actual hotspots, resulting in a significant reduction
of RMSE. The lowest value of RMSE is obtained when the model is used to predict 2004,
2014, and 2019 hotspots. Similar to the previous analysis, the accuracy of the BLM model
is very high when used to predict the 2019 hotspot. The difference with the previous
analysis appears in the performance of the PMA model, which is noticeably lower than
the BLM result.



Atmosphere 2023, 14, 286 12 of 20

Atmosphere 2023, 14, x FOR PEER REVIEW 12 of 21 
 

 

and reveals the potential weakness of the PMA-based model. PMA-based model 
performance decreases when used to predict three years with more than 2000 hotspots 
with different characteristics of ENSO and IOD for each year. Therefore, it reduces hotspot 
variability in the training data. The PMA-based model consistently underestimates 
hotspots’ numbers each year compared to the actual data. The worst one underestimates 
hotspots in 2019 by almost 4000 hotspots during the peak wildfire events. During this 
condition, the use of BLM to improve the model’s performance becomes necessary. BLM 
managed to increase the model’s accuracy by increasing the predicted hotspots. BLM 
successfully reduced the error value from 2.63% to 0.88%. The most significant 
improvement was achieved when BLM accurately predicted 2019 hotspots, especially 
during peak wildfires. 

3.2.2. Case Study: Four Models with Lowest Values of Root Mean Square Error (𝑅MSE) 
The case study in Figure 9 shows that PMA-based models tend to underestimate the 

actual hotspot number. Meanwhile, BLM consistently manages to increase the predicted 
hotspot value so that it is closer to the actual hotspots, resulting in a significant reduction 
of RMSE. The lowest value of RMSE is obtained when the model is used to predict 2004, 
2014, and 2019 hotspots. Similar to the previous analysis, the accuracy of the BLM model 
is very high when used to predict the 2019 hotspot. The difference with the previous 
analysis appears in the performance of the PMA model, which is noticeably lower than 
the BLM result. 

 
Figure 9. Performance of Bayesian linear model when used to predict each year’s (June–November) 
hotspots. 

3.2.3. Case Study: Four Models with Lowest Value of Coefficient Determination (𝑅 ) 
As expected with the performance of the BLM model in Figure 7, both PMA-based 

and BLM models tend to have lower accuracy when used to predict the lower number of 
hotspots, especially around 0 hotspot value, such as what happened in 2010. PMA-based 
and BLM models will result in a negative value when approaching 0 hotspots. Since a 
negative value of hotspots is not realistic, the negative hotspot value can be seen as 0. 
Nonetheless, the benefit of using BLM to improve the PMA-based model is noticeable in 
all case studies in Figure 10. The PMA-based model in Figure 10 significantly 
underestimates the number of hotspots for each year, especially when estimating 2007, 
2013, 2016, and 2020 hotspots. Even though the 𝑅  values are shallow in all models in 

Figure 9. Performance of Bayesian linear model when used to predict each year’s
(June–November) hotspots.

3.2.3. Case Study: Four Models with Lowest Value of Coefficient Determination (R2)

As expected with the performance of the BLM model in Figure 7, both PMA-based
and BLM models tend to have lower accuracy when used to predict the lower number of
hotspots, especially around 0 hotspot value, such as what happened in 2010. PMA-based
and BLM models will result in a negative value when approaching 0 hotspots. Since a
negative value of hotspots is not realistic, the negative hotspot value can be seen as 0.
Nonetheless, the benefit of using BLM to improve the PMA-based model is noticeable in all
case studies in Figure 10. The PMA-based model in Figure 10 significantly underestimates
the number of hotspots for each year, especially when estimating 2007, 2013, 2016, and 2020
hotspots. Even though the R2 values are shallow in all models in Figure 10, we can see that
trend of the actual hotspots is closer to the estimation of BLM. By all means, the value of
the R2 in Figure 10 is not acceptable in statistical terms, especially the BLM one. All the R2

values are close to 0, which makes them not worth considering statistically. However, the
error value is still under 7%, especially when it tends to happen during a low number of
hotspots. Without question, the model still needs to be improved to mitigate this case if it
wants to be used robustly.
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3.2.4. Case study: Four Models with Highest Values of Root Mean Square Error (RMSE)

Results in Figure 11 confirm the previous deduction regarding model performance
when used to predict 1997 events. Since the value of Niño3.4 and DMI are far higher
than in other years, the models tend to overestimate the actual hotspot value. The BLM
model performance in Figure 11 reflects this behaviour. Interestingly, PMA still tends to
underestimate the values of the actual hotspots even with powerful El Niño and IOD. In
terms of prevention, model performance should underestimate the scale of the events in
the future. Underestimating the scale of wildfires can lead to futile prevention efforts if
the spread rate becomes out of control. In this regard, using BLM to improve PMA-based
models seems necessary to prevent extreme wildfire events in the future during a very
long dry season. However, Figure 11 shows the potential flaw when using BLM in the
PMA-based models. The case study in Figure 11 shows that BLM gives a lower value of
R2 and a higher value of RMSE. Even though it is highly influenced by miscalculating the
1997 wildfire event, this behaviour must be addressed. Therefore, it can be diagnosed and
improved in future research.
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3.2.5. Case Study: Four Models That BLM Failed to Improve

Figure 12 shows that using BLM to improve the PMA-based model does not always
provide benefits and reduces the performance of the initial model in some cases. Focused
on the 1997 estimation, PMA-based models give superior results compared to BLM in
terms of R2 and RMSE values. Using PMA-based only, all four cases have R2 values of
more than 0.8 with less than 2.5% RMSE. Even though it is not as high as the majority
performance of BLM (R2 > 0.9), it is much more acceptable than the less than 0.3 values
produced by the BLM approach. All models in Sections 3.2.1–3.2.6 show that BLM always
gives a higher hotspot estimation than the PMA-based model. Therefore, if the PMA-based
model already gives an overestimated result, using BLM in the PMA-based model will
give a very overestimated result. Therefore, it reduces the performance of the models and
increases the error value of the prediction.
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3.2.6. Case Study: Four Models That Necessitate Use of BLM

Since the PMA-based model underestimates the actual hotspot, there is a case in which
it results in close to 0 hotspot estimation. As shown in Figure 13, PMA-based models can
give completely irrelevant results and should be avoided. Luckily, this happens in years
that are known to be dryer than normal. For example, 2004 and 2009 were years with the
warm phase of ENSO and IOD during the Kalimantan dry season. Therefore, the result of
the prediction model is expected to give a higher number of hotspots than a normal year,
not close to 0. Using BLM to improve the model results in a very high estimation accuracy
with a value of R2 > 0.9 and less than 2% RMSE. Therefore, the results of the PMA-based
model can be avoided. When the estimation is performed during the dry season, which
happen during the warm phase of ENSO and IOD, it is necessary to use BLM in order to
improve the performance of the prediction model. This result is in line with the general
performance of the model shown in Figure 7.
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3.3. Estimation of Monthly Hotspots in 2021 and 2022

2021 and 2022 hotspot estimations show exciting results. Using 1997–2000 or 2001,
2003, 2016, and 2018 as a posterior, the 2022 estimation is more accurate than the 2021
estimation. The poor performance, when used to estimate the 2021 hotspot, exhibits the low
performance of the model for La Niña years in the cross validation test (Figure 6). 2021 was,
in fact, a moderate La Niña year with negative IOD across the whole Kalimantan dry season
period. Since the model is built using a logistic function, a negative value of the Niño3.4
index and DMI will result in a close to 0 value of the multiplier. Therefore, the model tends
to underestimate the actual hotspots. However, model behaviour is quite different when
estimating the 2022 hotspots. Even though both suffered moderate La Niña and negative
IOD, the 2022 estimation still carried a similar pattern and resembled the actual hotspot
pattern. The model follows Equation (1), which also assumes that drought conditions on
one observation grid do not depend on other grids. The results cannot explain the location
of hotspots expected to occur because the prediction is only on the total monthly hotspots
in the region under study.

Figure 14 shows that hotspots in 2022 were more related to the drought conditions
in Kalimantan than hotspots in 2021. Hotspot occurrence and patterns in 2021 did not
follow the drought condition pattern. This result indicates that hotspots in 2021 were
triggered and affected by another factor, such as deforestation. Although all estimations in
Figure 14 show the low value of R2, using BLM to predict 2022 hotspots resulted in less
than a 10% off error value. Another step that can be used to increase the accuracy is by
changing the posterior data characteristic. Using a high number of hotspots in the posterior
(1997–2000 data) increases the accuracy of the 2022 estimation but decreases the accuracy
of the 2021 estimation. This result shows that separating data as prior and posterior is
essential to obtain the best results.
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4. Discussion

Analysis in Section 3 proves that Kalimantan has high variability of wildfire events [8,9,54],
which makes it hard to model. The high variability of wildfires in Kalimantan was influ-
enced by many climate indicators that affect dry season conditions for each year [55,56].
The analysed region itself can still be divided into two areas that have monsoonal and equa-
torial precipitation patterns [57]. Both are different since areas with equatorial precipitation
patterns tend to have much shorter dry seasons [58]. Areas with equatorial precipitation
patterns have two dry seasons in one year with a duration of about 2–3 months each, while
areas with the monsoonal pattern only have one annual dry season of around six months
duration [59]. On top of that, there are a lot of other local and climate indicators that
influence the start and duration of the dry season, such as local sea surface temperature [3],
Inter Tropical Convergence Zone (ICTZ) signal [58], IOD [59], and ENSO [8].

In general, using Bayesian inference to improve the model’s performance give signifi-
cant result compared to the method from previous research, which only uses PMA. Focused
on only ENSO [60] and IOD [61] as two sources of high climate variability, models can
perform well when used to estimate more significant wildfire events with a higher number
of hotspots [23], primarily when related to the occurrence of El Niño and IOD+ phenom-
ena [23]. We defined model performance as “great” when the value of R2 > 0.9 during
testing data estimation. When used to estimate wildfires in a normal year (1998, 1999, 2001,
2003, 2010, 2012, 2013) [54], there is around a 60% chance that the models perform well,
except in 1999, with only less than 30%. The model’s performance is quite similar when
estimating weak El Niño and normal IOD conditions (2004, 2014, 2018) [54], with around a
60% chance of excellent performance using a different combination of prior and posterior.
This behaviour is in line with previous research showing that wildfire variability during
weak El Niño and normal IOD is quite similar to normal conditions [54].

Performance of the model significantly improved when used to estimate hotspots in
weak El Niño and IOD+ years (2006, 2019) and moderate El Niño and normal IOD (2002,
2009), as well as very strong El Niño and IOD+ (2015) except the 1997 wildfires. This result
confirmed previous research results showing that 1997 wildfire events differed from other
years [54], which this research cannot address. Therefore, it is hard to model using a method
mainly affected by the variability of other years. Considering that the model’s urgency rises
following the increase of extreme dry season probability as an impact of global warming,
a model with higher performance in extremely dry conditions is much preferable. This
research nullifies previous method flaws in [23] that provide lower performance when
used to estimate hotspots related to the powerful El Niño and IOD+ in 2015. However,
it creates another flaw that needs to be improved regarding the model’s behaviour. The
BLM method is prone to giving an overestimated result compared to the actual hotspot.
Even though it is suitable for prevention rather than underestimating results, too high of
an overestimation can create a waste of resources used to mitigate disasters.

PMA-based and BLM models are developed using dry spells relative to and precipita-
tion of each analysed grid as independent variables, while hotspots are used as dependent
variables. Following Equation (1), the assumption that drought conditions in one observa-
tion grid are independent of other observation grids is formed automatically. The benefit of
using this approach is that we can slightly ignore different precipitation patterns explained
previously. However, the downside is that we cannot locate where the estimated hotspot
will occur since we only predict the total monthly hotspots in the analysed region. More-
over, we can agree that different characteristic data in the posterior estimation influence
the accuracy of the final results. Therefore, we suggest using a combination of posterior
when estimating upcoming hotspot events and treating them as a different model so that
we can follow the dominant property of the prediction results.

Wildfire Characteristics in 2006, 2013, and 2019

2006, 2013, and 2019 are the only years with a lower performance value than average
when used to estimate hotspots from 1997–2000. Using 2013′s characteristics as posterior
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can lead to a massive decrease in overall model performance. During mid-2013, there were
Madden Julian Oscillation (MJO) anomalies [62,63] affecting the dry season in the western
part of Kalimantan [64]. During phases 5–8, MJO could increase the fire detection ratio
compared to phases 1–4 [65] in western Kalimantan. Since the MJO phase has quite a short
duration, MJO variability is often suppressed by other more immense climate variabilities,
such as ENSO and IOD. Therefore, MJO characteristics in the Kalimantan hotspot are
almost invisible. The variability is only noticeable when there is a significant anomaly, such
as what happened in 2013.

Different from 2013, 2006 and 2019, dry seasons were mainly driven by El Niño and
IOD+, which happened simultaneously [64]. However, both years did not have similar
characteristics. Two thousand six wildfires happened during the weak El Niño followed by
IOD+. Individually, the impact of both phenomena is relatively low in Kalimantan [66,67].
The joint impact of both phenomena produces many hotspots, resulting in a very long dry
season [68,69].

Meanwhile, 2019’s wildfires were mainly driven by strong IOD+ that have never
happened for the last 20 years. During 2019′s wildfire event, ENSO was in normal condition.
Some ENSO indexes show that it already passed the boundary to become El Niño, but the
strength of 2019′s El Niño was very weak. The difference in IOD+ strength in 2006 and
2019 produced some uniqueness to the characteristics of both years. Therefore, both years
are necessary to be used in the initial model (prior) to increase the variability of hotspots
that can be modelled.

5. Conclusions

Kalimantan has high variability of dry season influenced by both local and global
climate indicators. This high variability causes Kalimantan to have different starts and
durations of the dry season each year. Therefore, developing a hotspot prediction model
that performs robustly is more challenging. Using the Bayesian concept to improve the
previous method (PMA-based model) significantly increases accuracy, especially during
extremely dry conditions such as during strong El Niño or/and strong IOD+. However,
overall model performance is still low when estimating years with less dry conditions and
only produces a low number of hotspots. Even so, this result is still promising since the
model is developed mainly to anticipate extreme dry conditions as an impact of ENSO
or/and IOD in the future.

Because it is focused on ENSO or/and IOD impact on dry seasons and hotspots, the
model accuracy increases following the strength of El Niño or/and IOD+. Therefore, the
model will suffer when used to predict hotspots in the dry season driven by other climate
factors, such as MJO. The last thing that needs to be addressed in future research is that
the Bayesian model in this research is prone to overestimating the number of hotspots.
Although it is better for prevention than underestimating, it can result in wasting resources
to anticipate disasters.
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