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Abstract: Seawater inundation mapping plays a crucial role in climate change adaptation and flooding
risk reduction for coastal low-lying areas. This study presents a new elevation model called the
digital impermeable surface model (DISM) based on the topographical data acquired by unmanned
aerial vehicle (UAVs) for improving seawater inundation mapping. The proposed DISM model, along
with the bathtub model, was used to assess coastal vulnerability to flooding in significant tropical
cyclone events in a low-lying region of Victoria Harbor in Hong Kong. The inundation simulations
were evaluated based on the typhoon news and reports which indicated the actual storm surge
flooding conditions. Our findings revealed that the proposed DISM obtains a higher accuracy than
the existing digital elevation model (DEM) and the digital surface model (DSM) with a RMSE of
0.035 m. The DISM demonstrated a higher skill than the DEM and the DSM by better accounting
for the water-repellent functionality of each geospatial feature and the water inflow under real-
life conditions. The inundation simulations affirmed that at least 88.3% of the inundated areas
could be recognized successfully in this newly-designed model. Our findings also revealed that
accelerating sea level rise in Victoria Harbor may pose a flooding threat comparable to those induced
by super typhoons by the end of the 21st century under two representative emission scenarios (RCP4.5
and RCP8.5). The seawater may overtop the existing protective measures and facilities, making it
susceptible to flood-related hazards.

Keywords: coastal flooding; inundation simulation; UAV photogrammetry

1. Introduction

Climate scientists have pointed out that global warming causes rising sea levels and
the threats induced by extreme weather events are expected to be more severe [1,2]. In the
past decades, severe typhoons frequently struck low-lying regions around the world, with
concomitant storm surges causing intense seawater intrusion and inflicting substantial
damage to coastal neighborhoods [3,4]. Estimating the vulnerability of coastal cities is
paramount in formulating long-term adaptation measures and helping local communities
understand and take necessary steps to alleviate emerging hazards [5].

To analyze how far the floodwater inundates, topographic data that represents the
ground surface elevation is one of the primary inputs for hydraulic analysis [6,7]. The
digital surface model (DSM) and the digital elevation model (DEM) are the prevalent
elevation data used in previous flood modeling studies due to their accessibility and
simplicity [8,9]. However, they have limitations which should be considered in flood
analysis. Specifically, the DEM provides the bare ground’s elevation data and, therefore,
tends to overestimate the inundation in an urban environment since the DEM has no surface
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objects (e.g., buildings, walls, road curbs and dykes) that could reduce the inland water
flow [10]. Flood water commonly flows around buildings or other built-up land features
instead of running through them, unless the water level rises above the crest height of the
entrances of the first building floor [11,12]. In comparison, the DSM retains all the surface
features, including natural and artificial objects (e.g., vegetation and bridges) regardless of
the surface roughness and permeability [13]. Such a model tends to underestimate the total
inundation area, especially when a constant Manning’s roughness value is used [14]. If the
terrain surface model fails to take the permeability into account, it would be challenging to
accurately simulate the actual landward flow of water and assess the flood vulnerability
within the subject area [15]. Therefore, it is vital to create a topographic elevation model
which is specified for the use of flood analysis for capturing and revealing the local flow
dynamics under different flooding scenarios [6,16,17].

These digital geospatial models can be generated from many sources ranging from
ground surveys to remotely sensed technology [18,19]. With the advancement of remote
sensing technology, aerial photographs are widely adopted in the production of high-
resolution and high-accuracy DEMs and DSMs [20]. Unmanned aerial vehicles (UAVs) are
an emerging technology to measure and collect surface elevation data with higher efficiency
and accuracy [21–23]. With a finer spatial resolution, the UAV-derived elevation model
can substantially enhance the accuracy of the predicted flood inundation extent [24,25].
Meanwhile, most of the studies mainly focused on the quality and accuracy assessment
of the drone-based DEM while the research about the means of accuracy improvement in
a drone-related product was limited [26,27]. For this reason, it was necessary to explore
the potential factors which can improve the accuracy of the outcomes and quantitatively
identify the optimal UAV flight plan to capture the scenes and geometrical data in an urban
setting [28,29].

Since climate change impacts are suggested to become more drastic and severe in
the 21st century [30], seawater inundation risks are expected to intensify in a warming
climate [31]. For example, under the high greenhouse gas emission scenario, the sea level
in the vicinity of Hong Kong is expected to rise by 0.63 to 1.07 m by the end of this century
(2081–2100) [32]. It is critical to examine whether the elevated sea level poses significant
damage and destruction to the coastal low-lying areas through flood modeling, therefore
facilitating policymakers to formulate a different strategy to protect the coastal communities
from rising sea levels.

In this study, we will develop an improved photogrammetric model based on UAVs
to conduct seawater inundation mapping during severe typhoon events in Hong Kong,
which is the primary concern of Hong Kong’s Drainage Services Department and Civil
Engineering and Development Department. Specifically, the optimal flight route design
will be identified to construct photogrammetric models for the study area based on a
wide variety of parameters (i.e., flight elevation, speed of the flight, image overlap and
flight path). The constructed photogrammetric model will retain only the critical artificial
structures that affect the seawater flow and will be termed the digital impermeable surface
model (DISM) in this study. The accuracy of the proposed DISM model will be evaluated
using visual inspection and performance metrics and compared to the DEM and the DSM.
Seawater inundations maps will also be generated to visualize the flood-prone areas in
different projected water level scenarios. The approach and findings of this study can also
serve as a reference for coastal zones around the world.

The paper is organized as follows. Section 2 describes the models, datasets and perfor-
mance metrics used in this study. Section 3 presents a thorough analysis and discussion on
the evaluation of different models in simulating flood inundations and risk projection of
coastal flood hazards under different scenarios of sea level rise. Finally, conclusions and
findings of this study will be drawn in Section 4.
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2. Methods and Data Sources
2.1. Study Area

The modeling area of this paper is located between the Sam Ka Tsuen and Ma Wan
Village of Lei Yue Mun in Hong Kong, which covers approximately 32,634 m2 (Figure 1).
This study area lies along the seafront of the eastern extent of Victoria Harbor and consists
of residential and recreational areas. The media uncovered that the local Lei Yue Mun
villagers who dwell in temporary housing are susceptible to severe seawater infusion
during the onslaught of typhoons in Hong Kong. Therefore, it is suitable to act as an
experimental site to analyze the storm surge hazard in the low-lying coastal area.
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Figure 1. (a) The study area and distribution of the ground control points and checkpoints. The inset
map in (a) shows the location of the study area in Hong Kong. (b) The outline map of buildings and
constructions in the study area.

2.2. UAV Survey Planning

Four steps are required to develop the DISM, DSM and DEM. The first step was to
acquire aerial images using a UAV. These images acted as a primary source of the terrain
surface description in the study area. A multirotor drone, model DJI Mavic Pro PLATINUM,
was used to perform all the flights for the data acquisition. This UAV was equipped with
a 4000 × 3000 pixels CMOS camera sensor and supported manual control or automatic
flying mode. The UAV was programmed to fly under the latter mode with double grid
flight paths and an overlapping rate of 80% for the front and the side. Large overlaps were
chosen in this study since smaller intersection angles will result in lower accuracy [33].

The second step was to become familiar with the site conditions and the environment,
which was vital before flight planning. The elevation of the highest objects within the
study area was identified. All the obstacles were recorded to set the thresholds of the
flying altitude. Such a site inspection prevented the UAV from crashing into such objects
when the flight mission was executed. In addition, accessible open space was required for
take-off and landing during the site visit. For example, the areas shown in Figure 2B are
not appropriate and safe landing sites.



Atmosphere 2023, 14, 52 4 of 21

Atmosphere 2023, 14, 52 4 of 24 
 

 

when the flight mission was executed. In addition, accessible open space was required for 
take-off and landing during the site visit. For example, the areas shown in Figure 2B are 
not appropriate and safe landing sites. 

 
Figure 2. Site inspection for flight planning. (A) Heavily vegetated area and (B) confined area in the 
study area. 

The third step was to conduct the flight plan, which was achieved with the aid of an 
iOS application called Pix4Dcapture for the data acquisition. UAV flight planning in-
volves the selection of flight modes, camera angles, image overlapping rates, drone speeds 
and flying altitudes. To evaluate the ideal imaging geometry and practical flight path for 
the production of an accurate photorealistic model and several elevation surface models, 
six different scenarios were tested (see Table 1). It included three main photogrammetric 
configuration datasets: only nadir images, only oblique images and both nadir and 
oblique images. Two flight modes were examined, including the double grid flight and 
circle plan. Generally, the double grid flight plan was suitable for both oblique and nadir 
images. Many researchers have confirmed it is optimal for mapping urban and built-up 
areas. On the other hand, the circular flight plan provided a circle around the study area. 
It is commonly adopted in mapping single buildings or other individual objects. It was 
still necessary to examine whether the images acquired by the circular flight plan could 
improve the reconstruction result and act as a supporting role to the double grid dataset 
in order to generate a photorealistic and accurate 3D mesh model of the complex urban 
area, similar to the study area. In terms of the camera angles, the nadir images are nor-
mally processed together with the oblique ones to strengthen the photogrammetric block 
[34]. Since there were various altitudes for the oblique images, it was quite demanding to 
assess which altitudes would be selected to incorporate with the nadir angles. Conse-
quently, the high oblique images (close to the horizon) and the low oblique images were 
integrated separately with the vertical images to evaluate how the imaging angles influ-
enced the accuracy and detail of the photogrammetric model output across the six scenar-
ios. Since the differences between the camera angles in the same scenario did not exceed 
45° [35], intermediate angles were used to link the nadir images and the oblique images. 
In addition, since UAV flight planning involves plenty of images overlapping with each 
other, an image overlapping rate of 80% was selected for both the settings of frontal and 
side overlaps to balance the efficiency and quality of the image acquisition. In terms of the 
drone speed, a low drone speed was adopted since a lower flying height required a lower 
drone speed to avoid blurred images [36]. However, a low drone speed would reduce the 
drone endurance and coverage of the study area to one battery load. Therefore, it was 
necessary to divide the low-flying height flight mission into two parts and resume the 
data collection after a battery change. For the UAV flying altitude, it was easy to obtain 
blurry images if the images were taken at a high altitude. The ground sampling distance 
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study area.

The third step was to conduct the flight plan, which was achieved with the aid of an
iOS application called Pix4Dcapture for the data acquisition. UAV flight planning involves
the selection of flight modes, camera angles, image overlapping rates, drone speeds and
flying altitudes. To evaluate the ideal imaging geometry and practical flight path for the
production of an accurate photorealistic model and several elevation surface models, six
different scenarios were tested (see Table 1). It included three main photogrammetric
configuration datasets: only nadir images, only oblique images and both nadir and oblique
images. Two flight modes were examined, including the double grid flight and circle plan.
Generally, the double grid flight plan was suitable for both oblique and nadir images. Many
researchers have confirmed it is optimal for mapping urban and built-up areas. On the
other hand, the circular flight plan provided a circle around the study area. It is commonly
adopted in mapping single buildings or other individual objects. It was still necessary
to examine whether the images acquired by the circular flight plan could improve the
reconstruction result and act as a supporting role to the double grid dataset in order to
generate a photorealistic and accurate 3D mesh model of the complex urban area, similar
to the study area. In terms of the camera angles, the nadir images are normally processed
together with the oblique ones to strengthen the photogrammetric block [34]. Since there
were various altitudes for the oblique images, it was quite demanding to assess which
altitudes would be selected to incorporate with the nadir angles. Consequently, the high
oblique images (close to the horizon) and the low oblique images were integrated separately
with the vertical images to evaluate how the imaging angles influenced the accuracy and
detail of the photogrammetric model output across the six scenarios. Since the differences
between the camera angles in the same scenario did not exceed 45◦ [35], intermediate angles
were used to link the nadir images and the oblique images. In addition, since UAV flight
planning involves plenty of images overlapping with each other, an image overlapping
rate of 80% was selected for both the settings of frontal and side overlaps to balance the
efficiency and quality of the image acquisition. In terms of the drone speed, a low drone
speed was adopted since a lower flying height required a lower drone speed to avoid
blurred images [36]. However, a low drone speed would reduce the drone endurance and
coverage of the study area to one battery load. Therefore, it was necessary to divide the
low-flying height flight mission into two parts and resume the data collection after a battery
change. For the UAV flying altitude, it was easy to obtain blurry images if the images
were taken at a high altitude. The ground sampling distance (GSD) determined the spatial
resolution. The higher the number of the image GSD, the poorer the spatial resolution and
details of the image. It was, therefore, necessary to take the GSD into consideration when
designing the flying height of each scenario. Two different flying heights were adopted and
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the GSDs of each scenario are presented in Table 1. Finally, the UAV with the six scenario
settings was used to acquire images for further analysis.

Table 1. List of the combinations of the image dataset. GSD = ground sampling distance.

Scenario Flight Altitude
(m)

Camera Angle
(degree) Path Total Number of

Images
GSD

(cm/pixel)
Processing

Time

1 55 70 Double grid 274 1.92 1 h 34 min
2 55 45 Double grid 277 2.56 1 h 31 min
3 45 45 Double grid 392 2.09 2 h 17 min
4 55 + 35 55 + 45 + 25 Double grid 533 2.72 2 h 55 min
5 55 + 35 55 + 45 + 25 + 15 Double grid 633 4.44 3 h 50 min
6 55 + 35 55 + 45 + 25 Double grid + Circular 350 2.25 2 h 4 min

The last step was to determine the distribution of the GCPs after the site reconnaissance.
The GCPs are the critical element to obtain the georeference of a UAV photogrammetric
block which can ensure aero-triangulation robustness. The GCPs were placed based on
the following criteria: first, they must be visible from the sky and measured with survey
equipment on the ground; second, the GCPs must be distributed well in the study area and
at least three GCPs should be present in this study. Since previous studies have shown that
8–10 GCPs are sufficient to produce a reliable photogrammetric output [37], ten control
points were measured with South GPS on site (see Figure 1a).

2.3. Data Collection

In this study, flight lines were conducted at different altitudes, ranging from 35 m to
55 m above the ground. The lowest altitude (35 m) was chosen so that the drone was close
to the dwellings but at a sufficient distance from the tree crown that would guarantee safe
flights without collisions. This lower altitude flight captured images with better details and
higher spatial resolution which benefitted the visual interpretation. Conversely, the images
taken at 55 m had a larger coverage of the study area which provided an overview of the
entire work area and surroundings and reduced the flight duration [38].

Different camera angles such as 70◦, 55◦, 45◦, 25◦ and 15◦ were employed in the
multiple flight lines. The use of oblique images was particularly appropriate in rugged
topography. If only the vertical images were utilized, many topographic details in the
study area such as the façade of the small houses and fences of the playground may have
been lost (see Figure 3a). However, it was hard to generate an orthophoto by solely using
oblique images (Figure 3b). The combination of the nadir and oblique images prevented
less void space in the resulting 3D model and enhanced the consistency of the reconstructed
surfaces (Figure 3c).
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The six scenarios of the UAV-derived images were processed to produce a set of point
clouds with built-in parameters in Bentley’s ContextCapture software. The oblique and
nadir images of all the flights were processed together in the ContextCapture Viewer. Ten
GCPs were digitized and weighted equally in the photos in which they clearly appeared.
This facilitated the software to fix the location of the control points, as well as the manual
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tie points which were used to enhance the reliability of the aero-triangulation and guide
this process toward the correct photo positioning. The ContextCapture software started
the aero-triangulation which included the self-calibrating bundle block adjustment (BBA)
using both the internal orientation parameters of a camera (e.g., focal length, principal
point and lens distortion items) and the external orientation parameters. This returned the
quality report which listed the statistics about the model such as the calibration results,
reprojection, control point and user tie point errors. When the statical report achieved
a satisfactory result, the sparse point cloud model was ready to perform reconstruction
and produce the dense point clouds and the 3D mesh model in a local Hong Kong 1980
Grid. Subsequently, the point clouds were filtered and segmented in accordance with the
feature’s characteristics and permeability depending on which digital geospatial model
was required. Finally, the point clouds were used to generate the DISM, DSM and DEM.

2.4. Seawater Inundation Simulation and Evaluation

The constructed DISM, DSM and DEM were used to develop the seawater inundation
simulations in this study. The bathtub method, a classical method of flood mapping, was
used to develop the inundation simulations during significant typhoon events, including
Typhoon Mangkhut in 2018 [1], Typhoon Hato in 2017 [20], Typhoon Wipha in 2013 [25]
and Typhoon Higos in 2020 [25]. The main idea of the bathtub method was to integrate
extreme water levels with a digital elevation model to identify grid cells in the DEM that
have a lower elevation than the projected water level in a flood event [6]. However, the
conventional bathtub method does not account for surface connectivity, but we constructed
the DSM, DEM and DISM with a 0.02 m spatial resolution for the data input of the bathtub
method, which detected greater topographic complexity in the region of interest and
fragmented the surface connectivity more easily. Therefore, the bathtub method used
in this study identified the grid cells which fulfilled the two following requirements as
inundation: (1) lower than the predicted water level and (2) connected to an adjacent
flooded grid cell or open water.

Model validation is a key component of flood mapping as it concerns the evaluation
of the model usability. Historical data from four major flood events that occurred in the
vicinity of the study area were utilized for independent checking of the DISM. Generally,
a comparison between the model results and the observed data are a common validation
technique in flood hazard mapping. However, it depends solely on the availability of
flood-related observation data. Apart from the maximum water depth information, no
flow measurements were available from these events as no wireless sensor networks were
found in the study area. Therefore, the simulated flood extents were assessed against the
approximate value gathered from eyewitness accounts and historical photography across
the study area since local TV news provided an overview of the flood-risk area and reported
the flooding situation in local communities [39].

2.5. Evaluation Metrics

To test the performance of the six flight scenarios, two criteria were considered: first,
quantitative analysis on the positional accuracy; second, a comparison based on the texture
analysis. The model positional accuracy with respect to the 2D and 3D orientation was
assessed according to Equations (1) and (2):

2D Error =
√
(dN)2 + (dE)2 (1)

3D Error =
√
(dN)2 + (dE)2 + (dZ)2 (2)

where dN, dE and dZ are the residuals in northing, easting and height, respectively.
To compare the performance of the DISM, DSM and DEM, the vertical error of each

model was evaluated through a comparison between the topographic data and 11 GPS-



Atmosphere 2023, 14, 52 7 of 21

measured checkpoints taken at random positions within the study area. The quality of
these models was assessed by the root mean square error (RMSE):

RMSEDISM,DSM,DEM =

√√√√√ n
∑

i=1
(hGPS − hDISM,DSM,DEM)2

n
(3)

where hGPS is the reference elevation (m) measured from GNSS-RTK, hDISM,DSM,DEM is
the corresponding value derived from each model and n corresponds to the total number
of checkpoints.

3. Results and Discussions
3.1. Accuracy Assessment and Texture Analysis of the 3D Mesh Model

Six 3D mesh models were generated following the designed scenarios setting shown
in Table 1. Scenarios 1–3 were generated based on the single camera angle dataset while Sce-
narios 4–6 utilized the combined camera angle dataset. Figure 4 presents the 2D positional
and 3D positional errors in the 3D mesh model for each scenario, irrespective of the surface
type. The best case, Scenario 5, obtained an accuracy of ±2.7 cm and ±5.5 cm, respec-
tively, in the 2D and 3D positions; while the worst case, Scenario 2, obtained ±7.9 cm and
±9.9 cm, respectively. Particularly, the accuracy assessment of the six scenarios demon-
strated a common error pattern, in which the UAV-derived mesh model tended to overesti-
mate the northing and elevation of points after comparing their mean residuals in northing,
easting and height.
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The resulting 3D model not only needed to be accurate in geometry but also needed to
be a high level of detail in visual fidelity. Generally, it was not a big concern for commercial-
grade UAVs to capture the details of flat areas or ground features and construct a model.
However, it was more challenging to collect the building texture information such as
roof and side walls and map the vegetated areas. Figure 5 presents a comparison of the
vegetation visualization among different sets of photo combinations. Specifically, Scenario 1
(Figure 5a) led to various holes since the nadir images looked down to the terrain. The tree
branches and tree trunks were the blind spots to the vertical camera view, which caused
insufficient feature overlaps across the nadir images. Therefore, the tree features were
not extracted and identified when the feature overlap was low, thereby leaving a data
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gap in the model. Scenarios 2 and 6 (Figure 5b,f) also had missing parts around the tree
canopies, although they led to less information loss than Scenario 1. This may be attributed
to an incomplete coverage of those areas, causing an inadequate number of matched key
points between the images. Flaws were found in Scenario 3 (Figure 5c) as the wrong
visualization of the ground texture was generated. It had some dark shadows appearing
on the ground which meant the software had confusion in the texture information between
the tree canopies and the ground and mismatched the tree texture with the tiles, therefore,
failing to produce visually correct models. Scenarios 4 and 5 (Figure 5d,e) confirmed that
the integration of the high and low oblique aerial images can provide a more complete
image coverage and preserve the scene complexity.

Atmosphere 2023, 14, 52 9 of 24 
 

 

 
Figure 5. Visualization of vegetation in (a−f) Scenarios 1−6. The red circles in (a) and (c) represent 
the missing parts. 

To conclude, Scenario 5 (Figure 5e) was the optimal flight path to produce the pho-
togrammetric model with relatively high accuracy and realistic digital documentation for 
this study area. It also required less battery to support the whole data capture in the study 
area compared to Scenario 6 (Figure 5f), which adopted a circular flying mode. It can be 
used for mapping textures on the 3D models of the study area without a great loss of 
visual quality. The above accuracy and texture assessment revealed that the production 
of a realistic 3D mesh model is dependent on the viewing angle of the camera. The inte-
gration of the images with different camera angles can supplement one another and pro-
vide more comprehensive and descriptive details of features on-site. 

In addition, a common problem associated with these six scenarios was also identi-
fied. That is, all of the six scenarios are incapable of reconstructing the fence which ap-
peared somewhat distorted (Figure 6). Figure 6a,b shows the appearance of the play-

Figure 5. Visualization of vegetation in (a–f) Scenarios 1–6. The red circles in (a,c) represent the
missing parts.

To conclude, Scenario 5 (Figure 5e) was the optimal flight path to produce the pho-
togrammetric model with relatively high accuracy and realistic digital documentation for
this study area. It also required less battery to support the whole data capture in the study
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area compared to Scenario 6 (Figure 5f), which adopted a circular flying mode. It can
be used for mapping textures on the 3D models of the study area without a great loss of
visual quality. The above accuracy and texture assessment revealed that the production of a
realistic 3D mesh model is dependent on the viewing angle of the camera. The integration
of the images with different camera angles can supplement one another and provide more
comprehensive and descriptive details of features on-site.

In addition, a common problem associated with these six scenarios was also identified.
That is, all of the six scenarios are incapable of reconstructing the fence which appeared
somewhat distorted (Figure 6). Figure 6a,b shows the appearance of the playground taken
by cellphone. Figure 6c–h illustrates this common error arising in each scenario. This
common mistake could be explained by the characteristic of the fences since they are
not sharp features, which renders it challenging to recognize and detect from the images.
Although the multiple camera angle image dataset had a desirable reconstruction in the
buildings and the ground, which are the common feature types of the study area, it still had
a minor problem That is, the aerial images acquired for this study led to an unsatisfactory
performance in the reconstruction of the fine and indistinct features. Since the lowest flying
height used in this study was 35 m, the fence details were still too small for the camera
to capture. However, with the safety flying concern, the UAV was unable to fly lower
than this minimum flying height to carry out a data capture mission without crashing into
the trees.

3.2. Comparison of the DISM, DSM and DEM

The study area was a topographically complex region, consisting of dense small
houses, few recreational facilities and vegetation. Under this urban setting, both the DEM
and the DSM had limitations in a hydrological application (see Figure 7). For example, the
DSM retained the vegetated areas and was not able to account for the water inflow in areas
which are under the cover of tree canopies (Figure 7b); whereas the DEM excluded all the
artificial and impervious features (Figure 7c), which led to an inconsistency between the
simulation result and the real-life condition as the buildings will not be covered or flooded
with water unless the water level is higher than the height of the building roof. Moreover,
some temporary features and fences in the study area should be removed since the fences
allow water to pass through. The DISM was designed to represent the vulnerability of
the existing structures to flood-related risks in a better extent since it struck a balance
between the DSM and the DEM in terms of the nature of the terrain representation and
kept additional data such as the features that may affect flood water flow (Figure 7a).

Figures 8 and 9 present the visual differences between the DEM, DSM and DISM. The
top views of the DSM, DEM, DISM and orthophoto were extracted in order to compare
their visual differences in particular areas. The building outline can be seen clearly in both
the DSM and the DISM, while the buildings have been removed and observed as a flat area
in the DEM (see Figure 8). The planter was also kept in the DSM and the DISM as it has
a similar function as the buildings. As they are slightly elevated above the surrounding
terrain, they can block the stormwater and prevent it from running across the planter,
affecting the direction of water flow. The vegetation was removed in the DEM and the
DISM. In this vegetated area, multiple elevation values were presented at the same location
such as tree canopy elevations and ground elevations. If the tree features are kept, this
area will be depicted by the height of vegetation. Then, the software may falsely select the
highest elevation in this area, the tree height, to compare with the projected sea level. It
may overlook the elevation of the cells masked by the tree canopies as the water may flow
underneath the tree canopies. Therefore, it cannot support the simulation of an accurate
and realistic flooding scene. The fence and canopies in the park are classified as permeable
features as the stormwater will be able to run through them and enter the inland areas.
Therefore, they should be removed since the software cannot account for their permeability
in the flooding analysis. The roads and buildings have a significant division as depicted
in the DISM and the DSM; while the roads are a bit sketchy and less clear in the DEM
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(see Figure 9). Since the vegetation was removed in the DEM (depicted in yellow circle),
the elevations of this area were computed by interpolation. This interpolated area was a
bit fuzzy and low level in detail compared to the DSM, owing to the gradual inclination
between the areas under the trees and retained building structures which might result in
poor interpolation.
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In addition to the visual inspection, a comparison of the statistical vertical errors for
the DISM, DSM and DEM models is presented in Figure 10. The results show that the DSM,
DEM and DISM obtained values of ±0.0355 m, ±0.0353 m and ±0.0346 m in the RMSE,
regardless of the topographic characteristics. They tended to overestimate the height of
the checkpoints. The largest difference between them was 0.9 mm which reflects that they
attained similar quality. The standard deviation of the vertical discrepancies was also
computed and compared. The DSM had the lowest standard deviation value which means
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the residuals measured from each checkpoint were less dispersed. Then, it can be assumed
that the vertical errors associated with the rest of the cells over the entire DSM surface
will have similar error magnitudes. Moreover, the standard deviation of the DEM and the
DISM was more or less the same, only 3 mm away from the DSM standard deviation which
implies that the performance was satisfactory. This suggests that the residuals with extreme
values and variations, exceptionally large or small discrepancies in height, can barely be
found within the same dataset, so the measurement precision in these products is relatively
high. Therefore, it is reliable to adopt these three models in the coastal flooding analysis.
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Figure 8. Comparison of (a) the DISM, (b) DEM, (c) DSM and (d) the orthophoto in terms of the
different features. The red and black rectangles represent buildings and planters, respectively, that are
filtered in (b) the DEM. The blue, green and orange circles represent permeable structures, vegetation
and the fence, respectively, that are filtered in (a) the DISM and (b) the DEM.

We also classified the checkpoints into two types and assessed the RMSE in the flat
areas and the upland in order to better understand the influence of land surface cover on the
accuracy of the DSM, DEM and DISM (see Figure 11). The largest RMSE difference between
the flat areas and the upland was noted in the DEM, while the smallest RMSE difference
was obtained in the DISM. The DSM RMSE values were ± 0.03589 m and ± 0.03503 m for
the flat areas and upper areas, respectively. The difference between these two surface types
was 1 mm at most and, therefore, was negligible. This small difference reflects that the
elevated features show better accuracy than the flat ground. Generally, the accuracy of the
DSM depends on the generated point cloud accuracy. Any obstruction of the tree canopies,
insufficiency of overlapping images and mismatching of the building roof might lower
the possibility of a trustable point cloud extraction from the images, accounting for the
sources of vertical error. For the DEM, Figure 11 suggests that the checkpoints located on
the upland have higher a RMSE than on flat areas and has a negative impact on the overall
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RMSE result. Fortunately, the RMSE of these two types was not significantly different. This
difference can be explained by the interpolation error. Those checkpoints located on the
upland were close to the built-up areas and all of the buildings and manmade features were
removed from the point cloud dataset. When the software needs to construct a continuous
raster surface from the discrete point clouds, it requires interpolation. With comparably
fewer available point clouds, the interpolation of the DEM in this case tended to be less
accurate, causing relatively larger vertical discrepancies in the upland checkpoints. For
the DISM case, the RMSE errors in flat areas and upper areas were similar. It implies that
the ranges of the DISM elevation discrepancies within each cell were quite stable over the
area, with an average of about 3 cm. Most of the buildings and impermeable structures
were retained in the DISM and these denser point clouds allowed for a finer representation
of some spatial objects. The interpolation of the elevation in each cell was easier than the
DEM as well since more feature point clouds were present for the software to interpo-
late the raster surface. This result shows that the DISM was almost independent of the
surface characteristics.
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Figure 10. Comparison of the root mean square error (RMSE) in the DSM, DEM, and DISM at all
the checkpoints.
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3.3. Evaluation of the Seawater Inundation Simulations

It was important to examine the simulation performance in the DEM, DSM and DISM
before deciding which elevation model would be adopted as the final data source in
the storm surge analysis. Therefore, the three models were separately used to perform
inundation simulations under the typhoon Mangkhut scenario and to examine whether
the simulations were reasonable and realistic by the visual comparison. The orthophoto
also assisted in the identification of the simulation defects. Figure 12 presents the flooding
area calculated from the DSM, DEM, DISM and the simulation results are displayed on the
orthophoto. The small houses pointed out in the green circle are flooded in the DEM while
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the DSM and the DISM are not inundated. The result in the DEM does not represent the
real-life situation since the water will not run through the building unless the water level is
higher than the building roofs, which are generally 7 m tall as measured in the 3D mesh
model. Similar to the small house situation, the public toilet was partially inundated in the
DEM only (see the green rectangle in Figure 12). It means that the DSM and the DISM can
successfully take the building properties into account when performing the coastal flood
analysis. The ground areas nearby the seaside (see the orange circle) were fully flooded in
the DEM (Figure 12b) but were partially inundated in the DSM and the DISM. Such a partial
inundation mapping generated from the DSM and the DISM resulted from the existence of
the gabion walls in the inland areas (Figure 13a) and the walls replaced by the fence on the
other side (Figure 13b). The fence causes the seawater to flow into the low-lying coastal
areas and reduces the functionality of the gabion wall. The yellow rectangle highlights a
false identification of the non-inundation zone for the permeable park canopy in the DSM
only since this canopy fails to prevent from seawater running across at its bottom (see
Figure 12a). Therefore, the DISM is the best terrain representation and model for the use of
the storm surge analysis compared to the DEM and the DSM since it resolves the flooding
vulnerability and resistance of each feature.
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The 2018 flood event brought by Typhoon Mangkhut was used to explain the valida-
tion procedures adopted in this study. The DISM cells that were simulated to be submerged
were rendered by deep blue colors based on the maximum inundation depths. Figure 14
shows that the flooded cells mainly propagate along streets and accumulate in the southern
sides of the study area, which have low-lying topographies and are generally consistent
with the infusion zone observed from the aforementioned documentation within regions
A–D in this flood event. The remarkable differences between the simulated inundation
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area and the actual circumstance occurred at locations near the recreational facilities in
flooding Zone B. The discrepancies in the simulations of the localized inundation areas
were attributed to the discontinuity of the flooded grid cells. Since some of the grid cells
in Region B were adjacent to the flower bed and some solid obstructions that have higher
elevations than the nearby ground elevations, the interpolated result was greatly influenced
by these extreme values. Sometimes the small mistakes in interpolation might cause a
large error in the height value of each grid cell. If the elevation of the grid cells varies from
the neighboring cells and exceeds the range of the particular water level, it may break the
connectivity and it will not be treated as flooding. Additionally, it does not take the water
accumulation and flow along the streets and other lowlands into consideration, which in
turn leads to a less realistic flood modeling result and underestimation of the flood extent.
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Figure 15 presents the inundation simulations under the four major typhoon events,
including Typhoon Mangkhut in 2018, Typhoon Hato in 2017, Typhoon Wipha in 2013 and
Typhoon Higos in 2020. Table 2 summarizes the simulation performance of the DISM in the
different scenarios of the typhoon-induced storm surges. It appeared that the simulated
flooding zones were characterized by an acceptable degree of consistency among all the
testing scenarios. The proposed DISM can attain a successful simulation rate of 90% in
most of the modeling scenarios which appropriately satisfies its design function, depicting
the areas prone to seawater infusion under different sea level scenarios. This validation test
assures the reliability of the simulation result produced from the proposed DISM.

Table 2. Simulation performance of the DISM in the different historical flood events. mPD represents
the meters above the Hong Kong Principal Datum.

Typhoon Maximum Sea
Level (mPD)

Simulated
Flooding Area (m2)

Observed Flooding
Area (m2) Reliability

Mangkhut 3.734 11,636.2 12,575.7 92.5%
Hato 3.424 9729.2 11,015.6 88.3%

Wipha 2.824 7888.4 8341.2 94.6%
Higos 2.604 7780.7 8296.8 93.8%
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Figure 15. Simulation results under the different historical typhoon events, including (a,b) Typhoon
Mangkhut, (c,d) Typhoon Hato, (e,f) Typhoon Wipha and (g,h) Typhoon Higos. (a,c,e,g) and (b,d,f,h)
represent the simulated inundation area under the different flooding scenarios in the 2D and 3D
views, respectively.
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3.4. Projection of Coastal Flooding

With the anticipated further increase in atmospheric greenhouse gases in the next few
decades, the rate of sea-level rise will drastically accelerate, leaving coastal communities
exposed to devastating circumstances. This study took the worst-case local scenarios
provided by the Hong Kong Observatory (HKO), which predicts the mean sea level changes
under the representative concentration pathway (RCP) 4.5 and the RCP8.5 scenarios by
2050 and 2100, respectively (see Figure 16 and Table 3). The results show that the water level
of Victoria’s Harbor will rise to 2.995 m above the Hong Kong Principal Datum (mPD) and
3.335 mPD in the future periods of 2051–2060 and 2091–2100, respectively, under the RCP4.5.
Nevertheless, the water level would rise to 3.055 mPD and 3.605 mPD by 2060 and 2100
if greenhouse gas emissions escalated to the RCP8.5. It is noticeable to observe the effect
of sea level rise, specifically on land subsistence [40]. The sea level near Victoria Harbor
will rise by as much as 40 and 100 cm, respectively, relative to its present value under the
RCP4.5 and the RCP8.5. This represents a large increase in the baseline sea level and most
of the inland areas of the Man Wan village will be submerged in this century. When an
abnormal rising sea level event happens, such as a storm surge, the flood vulnerability
will be magnified, causing huge human and economic losses. In addition, we also observe
that the projected mean sea level will lead to a substantial inundation in the study area
under the RCP4.5 and the RCP8.5. Specifically, the bathtub-based simulations show that the
total inundation areas are projected to be up to 8,200 square meters, which is comparable
with those induced by Typhoon Wipha and Typhoon Higos by 2060 under both emission
scenarios. The total inundation areas would increase to up to 10,200 square meters by 2100,
which is comparable with those induced by Typhoon Mangkhut and Hato. It should be
noted that such an inundation projection is solely based on the mean sea level and the risks
would further increase if the projected extreme sea level was taken into account [41–51].
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Table 3. Projected mean sea level changes under different emission scenarios.

Decade RCP4.5 RCP8.5

2051–2060 +0.37 m +0.43 m
2091–2100 +0.71 m +0.98 m

4. Conclusions

This study connects fieldwork to numerical modeling, which offers both practical and
theoretical contributions to coastal flood exposure, vulnerability and risk assessment at
community levels. We propose a new elevation model named the DISM to improve the
characterization of seawater inundation induced by typhoon-induced storm surges and
extreme sea levels. This model was constructed based on the topographical data acquired
by a UAV and was compared with the existing well-known DEM and DSM in terms of
elevation accuracy and inundation mapping based on visual inspection and accuracy as-
sessment. A bathtub method that considers the surface connectivity and employs the DISM
as an input was used to characterize the seawater inundation induced by four significant
typhoons and was evaluated by comparing the simulated and observed inundation area.
In addition, the DISM-based bathtub method was used to project coastal flood risks under
the RCP4.5 and the RCP8.5.

The proposed DISM improves upon the existing DEM and DSM with a relatively low
RMSE of ±0.035 m. Such a model also improves upon the DEM and the DSM in terms
of seawater inundation mapping by filtering the temporary and permeable features and
retaining the impermeable features. Our findings show that the DSM and the DISM can
successfully take the building properties into account when performing the coastal flood
analysis, but the DSM may not characterize the temporary and porous structures. The
proposed DISM can reach a high reliability of almost 90% in mapping the areas prone to
seawater infusion under different sea level scenarios. Sea level rise is projected to cause
inundation for areas as many as those induced by severe typhoons (e.g., wind speeds
reach 150 km/h) by 2060 under the RCP4.5 and the RCP8.5. Such an intensification of
coastal inundation risk would be further magnified and compared to those induced by
super typhoons (e.g., wind speeds reach 185 km/h) by 2100. Climate change impact
is prevalent nowadays. If the situation continuously deteriorates, the waterfront areas
of the study area will suffer from seawater inundation more frequently. These findings
not only can help policymakers identify the low-lying locations that are vulnerable to
seawater inundation and formulate improvement works, but also raise awareness of the
flooding risks and prevention among the residents. Since the existing seawall and gabion
walls can be overtopped by seawater caused by extreme storm surges with longer return
periods, authorities should re-examine the flood protection measures to strengthen the flood
resilience in the study area. The outcomes of this study provide meaningful insights for
relevant flood prevention service providers to carry out inspections of flooding blackspots
with the use of this less manpower-intensive and time-consuming surveying technology.
The elevation model used in this study can also be directly applicable to various hydrologic
studies and engineering projects in coastal cities around the world. Since extreme sea
level events commonly lead to substantial economic damages, it is also desired to use
the proposed elevation model for improving the estimation of the economic damages
associated with coastal inundation in future studies.

It should be noted that the proposed DISM was generated by extracting the water-
permeable features manually, which provided a highly reliable feature extraction. However,
it was time-consuming and labor-intensive. Although the UAV-based DISM led to a higher
performance than the existing DEM and DSM, the UAV was incapable of penetrating the
ground surface surrounded by dense vegetation. With computer technology advancement,
integrating AI techniques in the development of the DISM would become a key research
focus in the future. AI technologies can automatically detect and segment those impervious
features from the original DSM.
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