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Abstract: By relying on the advantages of a uniform site distribution and continuous observation
of the Continuously Operating Reference Stations (CORS) system, real-time high-precision Global
Navigation Satellite System/Precipitable Water Vapor (GNSS/PWV) data interpretation can be
carried out to achieve accurate monitoring of regional water vapor changes. The study of the
atmospheric water vapor content and distribution changes is the basis for the realization of rainfall
forecasting and water vapor circulation research. Such research can provide data support for the
effective forecasting of regional precipitation in megacities and the construction of a more sensitive
flood prevention and warning system. Nowadays, a single model is often adopted for GNSS/PWV
time series. This makes it challenging to match the high randomness characteristic of water vapor
change. This study proposes a hybrid model that takes into account the linear and nonlinear aspects
of water vapor data by using complete empirical mode decomposition (CEEMDAN) of adaptive
noise, differential autoregressive integrated moving average (ARIMA), and the long-short-term
memory network (LSTM). The CEEMDAN is used to decompose the water vapor data series. Then,
the high- and low-frequency data are modeled separately, reducing the sequence’s complexity and
non-stationarity. In selecting the prediction model, we use the ARIMA model for the high-frequency
series and the ARIMA–GWO–LSTM ensemble model for the low-frequency sub-series and residual
series. The model is verified using GNSS/PWV time series data collected at the Hong Kong CORS
station in July 2021. The results show the following: (1) The LSTM model optimized by the grey
wolf optimization algorithm (GWO) is comparable with the single LSTM model in the low-frequency
sequence prediction process, and the error items are reduced by 30% after calculation. (2) During
the process from CEEMDAN decomposition to the use of the combination model for prediction, the
accuracy evaluation indexes of the station increase by more than 20%. The interpolation method can
accurately determine the regional water vapor spatial variation, which is of practical significance for
local rainfall forecasting. High-frequency data obtained by CEEMDAN decomposition demonstrate
the dramatic changes in water vapor before and after the rainfall, which can provide ideas for
improving the accuracy of rainfall forecasting.

Keywords: CORS; PWV; CEEMDAN; ARIMA; LSTM

1. Introduction

In recent years, extreme rainfall has been a frequent occurrence worldwide, and
small mesoscale catastrophic rainfall has become a hidden danger to urban safety. To
accurately predict small-scale rainfall, it is necessary to accurately grasp regional water
vapor distribution changes in real time. The traditional methods of measurement do
not meet the requirements for uniform and continuous monitoring of water vapor with
a high spatial and temporal resolution. The construction and improvement of global

Atmosphere 2022, 13, 1453. https://doi.org/10.3390/atmos13091453 https://www.mdpi.com/journal/atmosphere

https://doi.org/10.3390/atmos13091453
https://doi.org/10.3390/atmos13091453
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/atmosphere
https://www.mdpi.com
https://doi.org/10.3390/atmos13091453
https://www.mdpi.com/journal/atmosphere
https://www.mdpi.com/article/10.3390/atmos13091453?type=check_update&version=1


Atmosphere 2022, 13, 1453 2 of 20

navigation satellite system (GNSS) technology and regional CORS have provided the
ability to obtain uniform atmospheric precipitable water data for different regions [1].
Meteorological data have become vital products of the modern CORS system. However,
water vapor changes are rapid and uncontrollable [2], which increases the difficulty of
weather forecasting and climate research on transforming the water vapor content with
GNSS technology [3–6]. For the realization of the real-time GNSS/PWV monitoring system,
it is first necessary to obtain precise satellite orbit information. Since 2000, the International
GNSS Service Organization (IGS) has begun to publish the super-fast forecast orbit (IGU)
report, which provides excellent help for improving the calculation error of real-time
PWV data [7]. The real-time GNSS/PWV monitoring system’s specific implementation is
mainly realized using BNC plus GNSS data solving software. Using the powerful real-time
data stream parsing capability of BNC software for pre-processing data, the development
of commercial software has ensured the ability to solve the observation data with high
accuracy. Researchers explored the feasibility of regional GNSS weather prediction for
high-precision PWV inversion data in Hong Kong, China [8–10], and carried out regional
weather predictions. The identification, prediction, and classification of the characteristics
of rapid changes in water vapor over a short period of time are prerequisites for achieving
an accurate grasp of urban regional rainfall. Modeling predictions with high-precision
GNSS/PWV time series has become a meaningful way to carry out modern urban disaster
prevention and mitigation.

GNSS/PWV resolution accuracy and prediction methods have been improved effec-
tively, but only a single linear or neural network model is directly used in the prediction
process [11–13]. Şenkal et al. [14]. demonstrated the use of the artificial neural network
(ANN) to predict PWV in the Čukurova area to establish a regional precipitation database.
This is of great significance for solar energy, environmental agriculture, global climate
change, and other applications. Esteban et al. [15]. verified the reliability of the GNSS/PWV
solution for high-latitude polar environments and proposed the use of quality control, data
filtering, and local correction of GPS/PWV data to explore the characteristics of regional
PWV data. In 2019, Yingchun et al. [16]. used ANN and the genetic algorithm (GA) to
predict 6 h and 12 h PWV at Zhongshan Station in Antarctica. Four different modeling
and prediction schemes were used, and their performance was evaluated on the test set.
Sharifi et al. [17]. used the least-squares harmonic estimation and least-squares support
vector machine to predict the PWV time series and provided valuable information for
climatological and meteorological studies.

During the study, it was found that water vapor data have the characteristics of
dynamic change, many influencing factors, and strong randomness. Using more feature in-
formation in the modeling process improves the prediction accuracy of water vapor change.
This has become a research hotspot with the aim of increasing the feature extraction of
single-sequence data through a decomposition algorithm in which wavelet decomposition
(WT) can effectively deal with short-term single-resolution time series data and is first
used for the noise reduction and pollution of water vapor data [18–20]. However, during
the study, the WT method was found to be ineffective for processing some nonlinear data
series [21]. Subsequently, the performance of the empirical modal decomposition (EMD)
on non-stationary nonlinear series was found to be more suitable for processing time-series
data, because it can be optimized over different time scales. Improved versions of the
EEMD and CEEMDAN are gradually being used in studies on the time series prediction
of monthly precipitation, runoff, landslide evolution, etc. [22–26]. However, in the above-
mentioned research, the decomposed data were also reconstructed after prediction using
only a single prediction model without considering an analysis of the characteristics of the
decomposed data series and modeling them separately using different models. In this study,
the complexity of each component is classified after decomposition, and the influences of
the components on the prediction accuracy and data fluctuation characteristics are used to
improve the prediction effect. After an experimental analysis, to enhance the prediction
model’s reliability and stability, the difficulty of model training is effectively reduced, while
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the prediction accuracy is improved. Based on the ARIMA model, LSTM is used to train the
model residual to combine the linear and nonlinear models. The ARIMA model can fully
extract the linear features of the data series. In contrast, the LSTM model with the memory
function is chosen as the nonlinear model to deal with the backward and forward coherence
of the time series data. It trains and predicts the nonlinear residual part after ARIMA
modeling to improve the prediction accuracy of low-frequency sequences that retain the
main characteristics of the line. Finally, combined with the ARIMA model prediction results
of the high-frequency series, the complete modeling and prediction process of water vapor
data are realized.

To achieve better prediction performance than that obtained using water vapor vari-
ation characteristics under single prediction conditions, in this study, we constructed a
hybrid model for water vapor content prediction using GNSS/PWV data from 18 stations
operating under the CORS system in Hong Kong, China. The primary process used was as
follows: (1) The original water vapor data sequence was decomposed with CEEMDAN
to reduce the data sequence’s complexity and randomness. Then, the sub-series were
finished with high-frequency and low-frequency classification and reorganization using
the alignment entropy algorithm to complete the CEEMDAN–PE constructed data pre-
processing step. (2) The combined ARIMA–GWO–LSTM model was used to complete the
low-frequency trend for the fusion series data modeling prediction in the modeling process
step. The ARIMA model was used to model the high-frequency part to reorganize the
prediction results. (3) Four model evaluation indexes were used for the model prediction
accuracy evaluation step. Multiple comparison experiments were designed to verify the
prediction accuracy of the optimization step and the combined model. The results show
that the prediction accuracy of the hybrid model is higher than that of the single model with
better stability and universality. Visual presentation and analysis of the actual GNSS/PWV
values and model predictions were conducted by using the ArcGIS kriging interpolation.
This facilitated the intuitive monitoring of spatial water vapor transmission in the region.
Our results provide new methods for analyzing abnormal water vapor fluctuations and
urban extreme rainfall prediction studies. They can be used to provide data support for
optimizing urban flood control, disaster prevention, and mitigation efforts.

2. Materials and Methods
2.1. The CEEMDAN Method

Empirical mode decomposition (EMD) [27] reduces the difficulty of processing com-
plex signals by decomposing nonlinear complex signals into several single-frequency and
residual signals. During the process, some extreme values appear through the mode mixing
phenomenon of repeated short jumps. CEEMDAN [28] effectively inhibits mode mixing by
adding adaptive noise and reducing the reconstruction error. The specific decomposition
steps used by CEEMDAN are as follows:

Step 1: In the GNSS/PWV sequence, x(t); ε is defined as an adaptive coefficient, and
mi(t) is a sequence of equal length, normally distributed white noise added adaptively
at stage I; and xi(t) is the data sequence after the ith addition of noise. The average N
decomposition produced by EMD is denoted as IMF1, and N is the amount of white
noise added.

xi(t) = x(t) + εmi(t) (1)

IMF1(t) =
1
N

N

∑
i=1

IMF1i(t) (2)

Then, the quantity sequence r1(t) is constantly calculated to derive a new ri
1(t). N

trials are repeatedly completed for EMD to complete the IMF1 component calculation.

r1(t) = x(t)− IMF1 (3)
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Step 2: After completing the initial calculation, the calculation of the intrinsic modal
component IMF1 in phase 2 is initiated.

IMF2(t) =
1
N

N

∑
i=1

IMF1(r1(t) + ε1 IMF1(ωi(t))) (4)

The calculation is repeated until stage k+1 to obtain the decomposed residual sequence
rk(t) and the k+1th intrinsic mode component IMFk+1 for stage k.

rk(t) = rk−1(t)− IMFk(t) (5)

IMFk+1(t) =
1
N

N

∑
i=1

IMF1(r1(t) + εk IMFk(ωi(t))) (6)

Step 3: The iteration of the above steps is repeated. When the number of extreme
points of the magnitude sequence under the judgment condition is no greater than 2, the
EMD decomposition process is terminated.

x(t) =
k

∑
i=1

IMFk(t) + R(t) (7)

2.2. Permutation Entropy

The permutation entropy (PE) [29], as an essential tool to measure the randomness
and complexity of time series data, can accurately demonstrate the sequence change. The
larger the entropy value is, the stronger the randomness of the data is, so the permutation
entropy algorithm can be used to detect the complexity of the modal component of data
after CEEMDAN decomposition. The specific steps used are as follows:

The reconstruction is carried out for the intrinsic modal component IMFi and the
residual sequence R(t), which is introduced with IMF1 as an example.

Step 1: IMF1(t), t = 1, 2, 3 . . . , T is reconstructed into groups, where m is the phase
space reconstructed embedding dimension, and λ is the time delay.

IMF1(1) = {im f (1), im f (1 + λ), . . . , im f (1 + (m− 1)λ)}
...

IMF1(i) = {im f (i), im f (i + λ), . . . , im f (i + (m− 1)λ)}
...

IMF1(T − (m− 1)λ) = {im f (T − (m− 1)λ), im f (T − (m− 2)λ), . . . , im f (T)}

(8)

Step 2: The IMF1(t) vectors are arranged in ascending order (j1, j2, . . . , jm), which can
be derived using

IMF1(i) = {im f (i + (j1 − 1)λ) ≤ im f (i + (j2 − 1)λ) ≤ . . . ≤ im f (i + (jm − 1)λ)} (9)

Step 3: j1, j2, . . . , jm is made into an array, where m different data points will generate
the m! arrangement with a g value range of [1, m!]. The frequencies P1, P2, . . . , Pz satisfy
the following conditions: 

P(g) = [j1, j2, . . . , jm]
k

∑
g=1

P(g) = 1 (10)
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Step 4: Based on the Shannon entropy [30] theory, the permutation entropy of the time
series IMF1(t) can be defined as

Hp(m) = −
m!

∑
g=1

Pg ln Pg (11)

After standardization of Formula (11),

Hp = Hp(m)/ ln(m!) (12)

A complexity assessment of the decomposed modal components of the CEEMDAN
algorithm using permutation entropy was conducted. Based on the evaluation results, the
details were divided into high-frequency parts with high complexity and small amplitude
and low-frequency plus trend parts that retained the original shape. Modeling and fore-
casting with restructured data can improve the accuracy and avoid duplication of effort
compared with modeling each component separately.

2.3. ARIMA Model

After the ARIMA model was proposed, it was mainly used to model time series data
with stationary attributes. The ARIMA model was developed based on the autoregressive
(AR) model and moving average (MA) model. The model explores the linear relationship
between past and current data to summarize patterns and trends in the arrays. During the
modeling process, the three parameters p, d, and q are mainly used to control the model. p
is the number of independent regression items, q is the number of moving average things,
and d is the number of differences. The ARIMA (p,d,q) model is expressed as follows:

Φ(B)∇dxt = Θ(B)εt

E(εt) = 0, VAR(εt) = σε
2, E(εtεs) = 0, s 6= t

E(xsεt) = 0, ∀s < t
(13)

The formulas ∇d = (1− B)d, Φ(B) = 1− ϕ1B− · · · − ϕpBp, Θ(B) = 1− θ1B− · · · −
θpBp represent the autoregressive polynomial and moving smoothing polynomial of the
ARIMA (p,d,q) model, respectively. The linear components of the time series are fitted
accurately by suitable parameter selection.

2.4. GWO-LSTM Model

The extended short-term memory network (LSTM) was proposed by Hochreiter et al.
in 1997 [31]. This model solves the problem of memory decline caused by the dependence of
RNN in data modeling. It can effectively alleviate the gradient disappearance and gradient
explosion problems and is suitable for data memory relationship mining of time series.
The LSTM neural network was designed to divide the data memory process into three
crucial stages: initial sensing, formation of the short-term memory, and finally, formation
of the long-term memory by simulating the working pattern of the human brain’s memory.
During each stage of the memory process, information filtering needs to be completed
and redundant information removed. As shown in Figure 1, each neuron in the LSTM
model is a complete information-processing individual with three ‘gates’ to maintain and
adjust the neuron state. In this stage, the three ‘gates’ are defined as the forgetting gate Ft,
the input gate It, and the output gate Ot. At each time t, each ‘gate’ can obtain the input
value xt of the time node and the output value Ht−1 of the unit from the last time node
t−1 before training. Both of them work together during the training calculation process.
Achieving continuity when passing down the data from the upper and lower moments
is more suitable for the processing of time series data. The hidden layer state and LSTM
output at time t are calculated by the following formula:
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It = σ
(

XtWxi + Ht−1Whi + b f

)
= σ

(
net f ,t

)
(14)

Ft = σ
(

XtWx f + Ht−1Wh f + b f

)
= σ(neti,t) (15)

_
C t = tanh(XtWxc + Ht−1Whc + bc) = tanh

(
net_

c ,t

)
(16)

tanhx =
sinhx
cosh x

=
ex − e−x

ex + e−x (17)

Ct = FtCt−1 + It
_
C t (18)

Ot = σ
(

XtWxo + Ht−1Who + b f

)
= σ(neto,t) (19)

Ht = Ottanh(Ct) (20)

σ(x) =
1

1 + e−x (21)
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In the above equation, X = (x1, x2, . . . , xt) represents the GNSS/PWV time series
data, and It, Ft, Ot represent the vector states of the input gate, oblivion gate, and output
gate at time t, respectively. σ represents the sigmoid function; Xt represents the input value
at time t with dimensions [n, d] (the number of samples is n, and each sample feature
number is shown by the d matrix); tanh is the hyperbolic tangent activation function; W, b
is the corresponding weight coefficient matrix and bias term, respectively; Ct is the state
of the memory cell at moment t; Ht represents all outputs of the LSTM network cell at
moment t; and Ht−1 is the state information of the previous moment. Wxc ∈ [d, h] and
Whc ∈ [h, h] are weight parameters, and bc ∈ [1, h] is the deviation parameter.

The GWO algorithm was inspired by the orderly division of labor in the gray wolf
performing pack predation behavior and was proposed by Mirjalili et al. in 2014 [32]. By
defining all solutions as wolf groups and the prey as the optimal solution, optimization
is carried out by imitating the process used by wolf predators. The GWO algorithm has
the advantages of excellent global convergence and a fast optimization speed. In order
to obtain the optimal function value, the fitness function of the grey wolf algorithm is set
to RMSE, and the LSTM parameters are optimized. This solves the shortcomings of time-
consuming manual parameter adjustment and makes it easy to fall into a local optimum,
further improving the prediction accuracy.
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3. Combination Model and Accuracy Evaluation

In this paper, to effectively extract linear and nonlinear information from GNSS wa-
ter vapor hourly product data, we used the decomposition analysis combined model to
reconstruct the water vapor data. For the decomposition process, we used the CEEMDAN
algorithm to decompose the original time series into several subsequences and trend items.
The purpose was to reduce the complexity of the data and increase the abundance of the
original GNSS/PWV data to reduce the difficulty of data feature extraction. The specific de-
composition process is shown in Figure 2. For the decomposition process, the permutation
entropy was chosen as a measure to calculate the complexity of the subsequence and divide
it into high-frequency tendency components according to the randomness and complexity
of the combination. Due to the complex and variable characteristics of the high-frequency
part despite its small fluctuations, the ARIMA model was chosen for fitting to preserve the
data characteristics while reducing the model training time. However, the combination
of the low-frequency part and the trend term retained the main features of the original
GNSS/PWV data and was a key step in improving the prediction accuracy. An adequate
extraction of low-frequency series data features cannot be achieved using only a single
linear prediction model and a nonlinear prediction model.
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Based on the summary and analysis of the current research status of the time series
prediction models, this paper proposes a model framework that combines a traditional
linear model (ARIMA) and a nonlinear model (LSTM). The main purpose of using the
residual method for tandem combination was to decompose the original time series into a
linear part Lt and a nonlinear residual part et, i.e.,

yt = Lt + et (22)

The modeling steps of the ARIMA–LSTM composite model are as follows:
Step 1: ARIMA is used to complete the modeling and simulation of the data sequence,

carry out linear component extraction, and obtain the linear part of the prediction model,
denoted as L̂t.

Step 2: The fitting residual part of the ARIMA model is solved, and the linear compo-
nent L̂t is extracted from the original sequence to obtain

et = yt − L̂t (23)
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Step 3: The GWO–LSTM model is used to train the ARIMA modeling residual to
obtain the residual prediction value. In the training process, the GWO algorithm is used to
optimize the initial weight, threshold, and the number of hidden layer neurons in the LSIM
neural network, and the optimal solution of residual êt is obtained.

Step 4: After solving the linear and nonlinear parts of the predicted values, the two
are summed to obtain the final expected value of the low-frequency part of the sequence as

ŷt = L̂t + êt (24)

Finally, the ARIMA modeling prediction results of the high-frequency part are summed
with the low-frequency prediction results to obtain the full original GNSS/PWV data
model prediction results. The specific combination and modeling process are shown in the
Figure 3.
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To accurately and objectively reflect the prediction performance of the forecasting
model, the root-mean-square error (RMSE), mean squared error (MSE), mean absolute error
(MAE), and mean absolute percentage error (MAPE) were used. The model prediction
results were evaluated comprehensively.

4. Case Study
4.1. Study Area and Data Description

As a world-class city, Hong Kong has the characteristics of a dense population, an
apparent urban heat island, and high coastal humidity. As a result, Hong Kong is prone
to the formation of locally severe weather. During the summer, typhoons near the sea are
likely to produce considerable rainfall. Thus, it is essential to carry out summer rainfall
forecasting. The uniformly distributed CORS system in Hong Kong provides convenience
for GNSS/PWV data experiments. The distribution of sites is shown in Figure 4. this study,
we selected 18 CORS stations in Hong Kong in July 2021 and used continuous observation
data from the LHKS, URUM, CHAN, and TWTF stations in China. The delay phenomenon
of GNSS satellite signals in troposphere propagation was quantified to obtain the final PWV
data. The PWV data were obtained by first estimating the zenith total delay (ZTD), which
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mainly consists of the zenith hydrostatic delay (ZHD) and the zenith wet delay (ZWD).
The formula is as follows:

ZTD = ZWD + ZHD (25)
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The calculated ZWD can be converted to PWV, and the relationship is as follows:

PWV = ∏×ZWD =
106

ρwRw
(
k3/Tm + k′2

) (26)

In the formula, ∏ is a dimensionless conversion coefficient; ρw is the liquid water den-
sity (1 × 103 kg/m3); Rw is the water vapor gas constant; and taking 461.495 J/(kg·k) as the
refractive index structure constant, K3 = 3.739 ± 0.012 K/hpa, and k

′
2 = 22.13 ± 2.20 K/hpa.

Tm is obtained by the Bevis formula (Tm = 0.72Ts + 70.2). The data solution uses GAMIT10.7
to complete the tropospheric delay calculation at the station’s zenith and determines the
hourly resolution PWV estimation in mm. The site distribution is as follows:

The plotting of PWV inversion results was completed at 18 stations in the Hong Kong
CORS system (Figure 5). It can be intuitively concluded that the trend for water vapor
obtained from each station in the region was generally in the same direction. Still, the
fluctuations presented in the detailed changes offer the ability to determine the regional
microclimate. To verify the correlation between PWV and precipitation, the relation-
ship between GNSS/PWV and actual rainfall was demonstrated by using two groups of
CORS stations and weather stations less than 1 km apart: (a) the HKSC station (114◦8′28′ ′,
22◦19′19′ ′)-Kinsberg weather station (114◦10′22′ ′, 22◦18′43′ ′) and (b) the HKLM station
(114◦7′12′ ′, 22◦13′8′ ′)-Nanyadao weather station (114◦06′31′ ′, 22◦13′34′ ′). As shown in
Figure 5, heavy rainfall on 23 July was the most representative of the rainfall events that
occurred from 1 to 31 July 2021, with a maximum PWV of 82.17 mm at 6.00 on 22 July.
When the PWV reached a maximum value of 82.17 mm at 18:00 on 22 July, the PWV began
to decline and then started to fall until reaching 45.57 mm at 12:00 on 23 July. The cumula-
tive rainfall recorded at weather stations during this period was 97.1 mm. Therefore, the
PWV trend is in good agreement with the actual rainfall situation. Combined with the
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analysis of rainfall event statistics and meteorological theory knowledge, this shows that
there is a gradual increase in PWV before the occurrence of rainfall, followed by a sudden
drop in PWV. However, when this phenomenon occurs, it is necessary to consider other
meteorological elements and analyze the PWV change rate, change amount, and other
factors to accurately predict regional rainfall.
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4.2. Model Forecasting Results

The hourly GNSS water vapor data from 1 to 31 July at the HKCL site were used
as a sample totaling 744 data points. The first 720 data points were used as the training
set, and the last 24 data points were used as the test set to test the model’s prediction
performance. Descriptive statistical analysis was performed on the data, and the results
are shown in Table 1, which found that the data had obvious short-term fluctuations and
strong randomness. This proves that it is difficult to predict the timing of data accurately.

Table 1. Descriptive statistics of data.

Sample Kurtosis Skew Mean MSE Median Max Min

744 2.94 0.54 67.09 7.74 68.84 86.67 44.03

To cope with the strong randomness of data and obtain better prediction results,
we used a predictive model (CEEMDAN–PE–ARIMA–LSTM), the results of which are
shown in this section. This prediction model decomposes PWV data from each station
into several subcomponents. The combination of ARIMA with the LSTM model was used
to predict the subcomponents after recombination. Subsequently, the predicted values
for each subcomponent were converted into predicted PWV values by summation. In
this paper, the CEEMDAN algorithm was selected to carry out the decomposition of the
data, and the decomposition process parameters were set as follows: Adding positive
and negative Gaussian white noise standard deviation (Nstd) = 0.2; adding noise number
(NR) = 100; maxIter = 500. As shown in Figure 6, the decomposition results showed that
the water vapor content in Hong Kong undergoes a gradual upward trend throughout July,
which is consistent with the climatic characteristic of a gradual increase in the water vapor
content in the air in Hong Kong during the same period leading into summer.
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Subsequently, the complexity of each subsequence after decomposition was evaluated
using the permutation entropy to achieve a substantial reconstruction of each sequence.
The parameters of permutation entropy were set as follows: the embedding dimension of
the phase space reconstruction was m = 3, and the delay time was λ = 1. The calculation
results are shown in Figure 7. The permutation entropy decreased from imf1 to imf9, and
the decreasing rate increased gradually from imf4. By observing the high-frequency feature
(imf1–imf4), low-frequency element (imf5–imf9), and trend term (Res) in Figure 8, detailed
feature information from the original sequence carried by the high-frequency component
was obtained. This intuitively shows the complex changes in the data over the short term
and can provide explicit data support for the determination of rainfall, which has little
influence on the overall trend. The low-frequency section carries the primary broad pattern
information, and the trend term mainly shows the general trend of the data. Therefore,
the sequences from imf1 to imf4 were restructured, and the sequences from imf5 to imf9
and the trend term were merged as low-frequency components to form high-frequency
components and low-frequency components, respectively. By comparing the low-frequency
components with the original GNSS/PWV data, it was concluded that the low-frequency
components retain the feature information of the original sequence to the greatest extent.
Highly precise predictions are the key to improving the prediction accuracy.

This study was performed using a combined ARIMA–GWO–LSTM model for the
processing of low-frequency components. The specific process used was as follows: First,
the unit root (ADF) test was completed for the data, and the second-order difference was
used to smooth the data. Then, the model sizing process was completed with the AIC and
BIC information criteria, and ARIMA(5,2,5) was derived as the optimal model. Figure 9a
shows that the modeling results had a good effect on the linear fitting of data trends during
the training process and could be used to complete the linear information extraction of
low-frequency components. After modeling, a statistical test of the training residuals
showed that the residuals were normally distributed with no first-order correlation. Then,
the LSTM model was used to train the residuals.

The modeling process used for the residual sequence LSTM was as follows: First,
normalization was carried out to improve the training efficiency. The Adam algorithm
was used to optimize the internal training parameters in the LSTM model structure. The
maximum training number was set to 300, the gradient threshold was 1, and the initial
learning rate was 0.005. The learning rate was reduced by multiplying the factor by 0.2 after
150 rounds of training. After training, the inverse normalization operation was performed
to obtain the residual prediction results. The 24 h prediction results for the single and
combined models are shown in Figure 10. It can be seen that the ARIMA model had an
excellent linear fitting effect. The prediction results could reflect the overall trend, but
the details were poor. By comparing the prediction results of the LSTM and GWO–LSTM
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models, the LSTM model with its faster convergence and better fitting after parameter
search using the gray wolf optimization algorithm had greater prediction accuracy. The
single ARIMA, LSTM, and GWO–LSTM models were used for comparison experiments.
RMSE, MSE, MAE, and MAPE were used as evaluation indicators for the quantitative
analysis. As shown in Table 2, the accuracy indicators were greatly improved. By comparing
the experimental results, it was concluded that the combined model has a better prediction
effect than using actual observation values, proving that the combined model is more
suitable for capturing the characteristics of low-frequency sequence data. Thus, it obtains
more precise prediction results.
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Table 2. HKCL high-frequency component model prediction accuracy evaluation table.

RMSE MSE MAE MAPE

ARIMA 0.2264 0.0512 0.1957 0.29%
LSTM 0.5669 0.3214 0.4008 0.60%

GWO–LSTM 0.2017 0.0406 0.1407 0.21%
ARIMA–GWO–LSTM 0.0170 0.0002 0.0131 0.02%

After completing high-frequency component modeling prediction with ARIMA, the
high-frequency component was superimposed on the low-frequency component to obtain
the original water vapor data prediction. The final prediction results of each model at the
HKCL site were compared with the actual data series in Figure 11. The ARIMA model
performed poorly in prediction. The first half of the GWO–LSTM model was not effective,
and the second half approached the real number gradually. The overall trend for the GWO–
LSTM using CEEMDAN was the same for the decomposition of high- and low-frequency
data. Still, there was a significant error in the extreme inflection point, which led to a
decrease in the prediction accuracy. The CEEMDAN–ARIMA–GWO–LSTM model adopted
in this paper showed better results than the other models in terms of the overall trend and
details. The results are shown in Figure 12.
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For the GNSS/PWV data of 18 CORS stations, the prediction accuracy results of
single and mixed models are arranged in Table 3. The statistical analysis of the data in
the table shows that the LSTM neural network effectively improved the prediction effect
of the ARIMA model. The RMSE, MSE, MAE, and MAPE decreased, respectively, by
27.95%, 42.97%, 33.48%, and 34.48% on average; Compared with the mixed model, the
RMSE, MSE, MAE, and MAPE of the LSTM neural network were reduced, respectively, by
31.31%, 51.32%, 25.97%, and 27.24% on average, indicating that the mixed model can better
obtain the linear and nonlinear data characteristics. This further verifies the prediction
performance of the hybrid model.

Table 3. Model error values of each site.

Site Model RMSE MSE MAE MAPE

hkcl
ARIMA 1.4325 2.0522 1.1047 1.65%

GWO–LSTM 1.0902 1.1886 0.9061 1.34%
CEEMDAN–ARIMA–GWO–LSTM 0.6824 0.6327 0.5245 0.48%

hkfn
ARIMA 1.9812 3.9251 1.7274 2.60%

GWO–LSTM 1.5336 2.3518 1.1740 1.76%
CEEMDAN–ARIMA–GWO–LSTM 0.8291 0.6876 0.6663 1.01%

hkks
ARIMA 1.8292 3.3460 1.6206 2.42%

GWO–LSTM 1.7186 2.9535 1.3507 2.00%
CEEMDAN–ARIMA–GWO–LSTM 1.2091 1.4619 1.0192 1.51%

hkkt
ARIMA 2.2896 5.2421 2.0629 3.09%

GWO–LSTM 1.6984 2.8847 1.3000 1.94%
CEEMDAN–ARIMA–GWO–LSTM 1.0200 1.0405 0.8383 1.24%

hklm
ARIMA 1.9961 3.9844 1.5877 2.36%

GWO–LSTM 1.4542 2.1148 1.2110 1.77%
CEEMDAN–ARIMA–GWO–LSTM 0.9272 0.8597 0.7549 1.10%

hklt
ARIMA 2.4169 5.8416 2.0830 3.22%

GWO–LSTM 1.6602 2.7561 1.2475 1.92%
CEEMDAN–ARIMA–GWO–LSTM 1.1765 1.3841 0.9168 1.40%

hkmw
ARIMA 2.5234 6.3678 2.1687 3.37%

GWO–LSTM 1.2058 1.4540 0.9237 1.42%
CEEMDAN–ARIMA–GWO–LSTM 0.8187 0.6702 0.6776 1.04%

hknp
ARIMA 4.1768 17.4453 3.6081 6.05%

GWO–LSTM 1.7645 3.1134 1.4217 2.33%
CEEMDAN–ARIMA–GWO–LSTM 1.2378 1.5321 1.0452 1.71%

hkoh
ARIMA 1.6101 2.5924 1.3188 2.04%

GWO–LSTM 1.2118 1.4683 1.0109 1.54%
CEEMDAN–ARIMA–GWO–LSTM 0.8759 0.7672 0.6908 1.06%

hkpc
ARIMA 2.2582 5.0996 1.8126 2.73%

GWO–LSTM 1.3647 1.8623 1.1205 1.65%
CEEMDAN–ARIMA–GWO–LSTM 0.9733 0.9473 0.8018 1.18%

hkqt
ARIMA 2.7372 4.0179 2.4299 4.10%

GWO–LSTM 1.7848 3.1857 1.5134 2.22%
CEEMDAN–ARIMA–GWO–LSTM 1.4878 2.2136 1.2178 1.77%

hksc
ARIMA 2.0728 4.2965 1.6492 2.45%

GWO–LSTM 1.6142 2.6056 1.2434 1.82%
CEEMDAN–ARIMA–GWO–LSTM 1.0771 1.3145 1.6321 2.39%

hksl
ARIMA 2.1241 4.5118 1.8132 2.79%

GWO–LSTM 1.5399 2.3714 1.2744 1.93%
CEEMDAN–ARIMA–GWO–LSTM 1.1210 1.2567 0.9554 1.45%
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Table 3. Cont.

Site Model RMSE MSE MAE MAPE

hkst
ARIMA 3.1663 10.025 2.7911 4.49%

GWO–LSTM 1.5828 2.5054 1.1835 1.88%
CEEMDAN–ARIMA–GWO–LSTM 1.0685 1.1418 0.8204 1.31%

hktk
ARIMA 1.8922 3.5802 1.6522 2.47%

GWO–LSTM 1.5672 2.4562 1.1491 1.72%
CEEMDAN–ARIMA–GWO–LSTM 1.1522 1.3276 0.9058 1.35%

hkws
ARIMA 1.7144 2.9391 1.4904 2.22%

GWO–LSTM 1.5744 2.4788 1.3258 1.96%
CEEMDAN–ARIMA–GWO–LSTM 1.1496 1.3215 0.8902 1.32%

kyc1
ARIMA 1.7144 2.9391 1.4904 2.22%

GWO–LSTM 1.6148 2.6076 1.0406 1.59%
CEEMDAN–ARIMA–GWO–LSTM 1.0318 1.0645 0.7897 1.20%

T430
ARIMA 2.2077 4.8738 1.8243 2.78%

GWO–LSTM 1.6243 2.6384 1.1980 1.80%
CEEMDAN–ARIMA–GWO–LSTM 1.1738 1.3778 0.9274 1.40%

To visualize the implementation process of the algorithm in this paper, the data of the
HKFN site is now used as an example, and Figure 13 is drawn. In view of the uniform
distribution of CORS sites in the Hong Kong region combined with the ArcGIS spatial
analysis functions, the actual inversion results of PWV and the predicted values of each
model for 18 sites in July 2021 are shown. The results of the visual display of the numerical
space visualization using kriging interpolation completed at 0:00, 4:00, 8:00, 12:00, 16:00,
and 20:00 on July 31 are shown in Figure 14. It can be intuitively concluded that the spatial
distribution of water vapor in Hong Kong on a given day gradually increases from west
to east and gradually decreases from the coastal area to the inland area. The continuous
changes indicate that the water vapor in some regions has a short period of rising and
falling. In this regard, a quantitative analysis of regional rainfall should be carried out to
determine the connection of water vapor with rain and space.
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Figure 14. The results of the visual display of the numerical space visualization using kriging
interpolation completed at 0:00, 4:00, 8:00, 12:00, 16:00, and 20:00 on July 31. Where (a) the original
data is used, (b) the ARIMA model prediction results are used, (c) the GWO-LSTM model prediction
results are used, (d) the combined model prediction results of this paper are used.

5. Discussion

The observation conditions and station density limit the monitoring of the atmospheric
water vapor content, and it is difficult to determine the water vapor change in a particular
area. With the gradual maturity of GNSS/PWV technology, the construction of CORS
systems in various regions has gradually improved. The effective use of CORS stations
with uniform spatial distribution and a high continuous resolution can provide scientific
data support for rainfall forecasting in small urban areas. The ARIMA model’s data
stability greatly affects GNSS/PWV time series. The maximum root-mean-square error is
4.17 mm, and the minimum value is 1.43 mm. The prediction accuracy differs between
stations. The overall accuracy of water vapor prediction using LSTM is stable, but there are
some limitations, such as a long training time and complex prediction mechanism. Using
CEEMDAN, the different scale characteristics of the original sequence are revealed, and
the non-stationary data are transformed into static data, which improves the stability and
prediction accuracy of the ARIMA model. At the same time, the LSTM model can be used
to complete the residual training of the ARIMA model, and the best prediction effect is
given according to the model’s advantages. The results of our study show that the accuracy
evaluation indexes of the combined model have values that are more than 20% higher than
those of single models.
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Our experiments show that the decomposition strategy is an effective means to im-
prove the prediction of water vapor. Analyzing the high frequency, low frequency, and
trend items after decomposition is helpful for identifying the detailed characteristics of
water vapor change. Information on the short-term fluctuations in water vapor from the
high-frequency part can be used for rainfall identification and judgment of conditions. The
low frequency plus trend part effectively retains the original form of water vapor data
and has reduced modeling difficulty and an improved overall prediction accuracy. By
combining the influences of regional climate factors and topographic information, it can
provide better forecasting conditions for the building of forecasting models, meet require-
ments for obtaining more accurate digital rainfall warnings, and provide data support
for disaster prevention and mitigation work, such as urban waterlogging and mountain
natural disaster warnings. This research, however, is subject to several limitations. Firstly,
in terms of data selection, data collected in Hong Kong on the first 30 days of July were
used as a sample for the last day of prediction, because there is a strong seasonal cycle for
water vapor change. July is in the local summer period, and data collected before and after
this period have overall similarity. Annual data modeling needs to take into account the
four-season cyclical change factors. Secondly, during the process of data interpretation,
the overall interpretation of regional CORS data was adopted, and when the monitoring
area was larger and more stations were available, it was necessary to group and classify the
interpretation of the climate correlation more regionally. In this paper, we studied a whole
month of data for Hong Kong after entering the summer season, a strategy which has
strong representativeness and research significance. At the same time, based on the single
variable time series model prediction research, this paper used the spatial interpolation
algorithm to display the prediction results. The geographical spatial factors were not added
to the prediction process, and this could be a further optimization direction. Parameter
optimization, new model selection, and the training acceleration method also need to
be considered.

6. Conclusions

In this study, we used a hybrid model based on CEEMDAN combined with ARIMA
and LSTM: the CEEMDAN–PE–ARIMA–GWO–LSTM model. In this model, the original
GNSS/PWV data sequence is decomposed by CEEMDAN. The role of PE is to measure
the subsequence complexity to classify high-frequency and low-frequency sequences. The
ARIMA–GWO–LSTM combined model is used for low-frequency subsequence prediction.
ARIMA is used to predict high-frequency subsequences with high complexity to reduce the
machine learning training time and combine the prediction results to achieve the prediction
task. The regional interpolation task is achieved using the kriging interpolation method for
point water vapor values, which analyzes restricted water vapor movement and abrupt
changes. The following conclusions were drawn based on the evaluation of the prediction
results and the spatial distribution presentation.

(1) The prediction accuracy of the hybrid model is higher than that of the single model. By
using the low-frequency component of decomposed data from the HKCL site, ARIMA,
LSTM, GWO–LSTM, and ARIMA–GWA–LSTM were used to form a comparative
experiment. The results show that the accuracy of the traditional ARIMA model is
slightly lower than that of the LSTM neural network. However, it has the advantages
of a fast training speed and stable and smooth prediction results. After optimizing the
LSTM using the GWO optimization algorithm, each accuracy index was reduced by
78.35% on average. The combined model has better linear and nonlinear information
extraction properties and can obtain better prediction results.

(2) CEEMDAN decomposition improved the prediction accuracy compared with a single
model for all 18 sets of data validation tests. This indicates that CEEMDAN can reduce
the randomness of the original GNSS/PWV data and improve the predictability. It
has been proven that optimization means, decomposition methods, and combination
strategies can effectively improve the accuracy of CORS water vapor prediction.
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(3) By optimizing the GNSS/PWV time series modeling method, more accurate model
prediction results can be obtained. This provides data support for regional pre-
cipitation prediction and information on the scientific conditions for the formation
mechanism and the prediction of small-scale extreme precipitation.
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