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Abstract: The large eddy simulation (LES) code Fluidity was used to simulate the dispersion of
NOx traffic emissions along a road in London. The traffic emissions were represented by moving
volume sources, one for each vehicle, with time-varying emission rates. Traffic modelling software
was used to generate the vehicle movement, while an instantaneous emissions model was used to
calculate the NOx emissions at 1 s intervals. The traffic emissions were also modelled as a constant
volume source along the length of the road for comparison. A validation of Fluidity against wind
tunnel measurements is presented before a qualitative comparison of the LES concentrations with
measured roadside concentrations. Fluidity showed an acceptable comparison with the wind tunnel
data for velocities and turbulence intensities. The in-canyon tracer concentrations were found to be
significantly different between the wind tunnel and Fluidity. This difference was explained by the
very high sensitivity of the in-canyon tracer concentrations to the precise release location. Despite
this, the comparison showed that Fluidity was able to provide a realistic representation of roadside
concentration variations at high temporal resolution, which is not achieved when traffic emissions
are modelled as a constant volume source or by Gaussian plume models.

Keywords: computational fluid dynamics; large eddy simulation; urban; air pollution; nox; high
temporal resolution

1. Introduction

Personal exposure studies which use high time resolution sensors show that concentra-
tions of harmful pollutants such as NO2 and Ultrafine Particles (UFP) are highly variable at
second-by-second time scales, e.g., see [1–3]. Pedestrian exposure analyses are often based
on the time averaged mean concentration over longer time periods, typically no shorter
than an hour. These mean concentrations are often based on ambient measurements from
a fixed location, or on modelled values at lower resolution which are not able to resolve
highly local hotspots. For example, advanced Gaussian plume models with additional fea-
tures such as a street canyon model have become the go to tool for modelling air quality in
urban areas, e.g., [4,5]. These models have many advantages, e.g., providing concentration
estimates at sufficient accuracy for the majority of applications, at low computational cost,
while also being quick and easy to set up. However Gaussian plume models are designed
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to estimate time-averaged concentrations over periods of an hour or longer. Concentrations
estimated using these models over shorter time periods are not necessarily meaningful,
particularly when the pollutant source is highly variable.

Exposure studies therefore often fail to account for acute exposures at timescales
shorter than an hour, which can occur at concentration hotspots such as busy junctions,
where pedestrians may wait to cross the road, e.g., [6,7]. These hotspot concentrations vary
in time due to the variation in vehicle emissions, in addition to the continually changing
meteorological conditions, therefore a high spatial resolution model without an equivalent
temporal resolution will not fully characterise the exposure at these locations. Further,
Apte et al. (2017) [8] used mobile monitoring to demonstrate how transient peaks are
responsible for the majority of the mean black carbon and NO concentrations measured
along the road, while for NO2 the contribution was somewhat lower but still significant. A
better understanding of these peaks, where and when they occur and how they contribute
to overall exposure is required.

Computational Fluid Dynamics (CFD) large eddy simulation (LES) models are able to
simulate urban airflows and the corresponding dispersion of emissions at high temporal
and spatial resolution. As computer technology improves, LES is increasingly used for
urban dispersion problems, for example [9–12]. LES simulations can be used in conjunction
with other, less resource intensive models using a multiscale approach where the use of
LES is limited to a small area of particular interest, for example [13,14]. By resolving
the fine flow structures within the street, LES models are able to provide high resolution
concentration fields of harmful pollutants down to length scales in the order of <1 m and
timescales <1 s. These models can therefore be used to investigate how representative
longer term mean concentration estimates are of the actual second-by-second exposure
experienced by pedestrians. Fluidity is a multipurpose open source LES code with mesh
adaptivity technology. Here we use the mesh adaptivity capability to automatically refine
the computational mesh in the vicinity of building surfaces, where a higher degree of
refinement is required to accurately capture the near surface airflow. A traffic module was
developed allowing Fluidity to simulate the impact of moving vehicles on the street-level
airflow and their effect on the dispersion of tailpipe emissions, represented as volume
sources [15]. Here the Fluidity traffic model is used to simulate moving vehicle tailpipe
emissions only, emitting NOx at time-varying emission rates. The traffic flow model is
used to simulate the vehicle dynamics as they travel along the road, and an instantaneous
emissions model representative of the current UK traffic fleet is used to simulate the
emission rates [16]. Each vehicle tailpipe is discretely represented and we define the length
of the volume source as a function of the vehicle velocity in order to ensure a smooth and
continuous release as the vehicle moves along the street. This provides a high spatial and
temporal resolution model of the dispersion of NOx emissions along a road in London. A
similar approach was used using Reynolds-Averaged Navier–Stokes (RANS) CFD in [6,17]
where traffic flow simulators were coupled to an instantaneous emissions model and used
to generate time varying emissions for segments along the road. These examples achieve
a high spatial resolution of both traffic emissions (down to a few metres) and pollutant
concentrations, however the use of RANS means that concentration fluctuations are not
captured at high time resolution unless an additional concentration fluctuations equation
is solved. Other examples of CFD studies of urban air quality at the microscale typically
use hourly averaged emissions, released using a constant line source along each road,
e.g., [11,18–20]. To the authors’ knowledge, up until now there is no example of a high
resolution traffic emissions model coupled with LES, providing pollutant concentration
fluxes within the street at a time resolution in the order of 1 s.

A qualitative comparison is made between the model concentrations and measured
data at the roadside captured during a field study in 2019. The purpose of this comparison
is to demonstrate Fluidity’s ability to provide realistic roadside concentrations, which is
only possible when modelling the traffic emissions at high spatial and temporal resolution.
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A comparison is also made with the traffic emissions modelled as a volume source of
constant emission rate along the road.

Before the full scale simulations of the road are modelled, a comparison is made
between the LES and wind tunnel data gathered at the University of Surrey’s EnFlo
laboratory [21]. This comparison serves as a validation of Fluidity in simulating a realistic
urban airflow and tracer dispersion.

Section 2 describes the methodology used and the results and discussion are given in
Section 3. Conclusions are given in Section 4.

2. Methodology
2.1. LES Comparison with Wind Tunnel

Before running the full scale simulations of the dispersion of traffic emissions along
the road, a comparison of Fluidity with a wind tunnel simulation of the same geometry was
carried out. The goal of the comparison was to ensure the quality of the LES simulations
and to check that the mesh configuration used was adequate to provide a reasonable
representation of the airflow.

2.1.1. Wind Tunnel Simulation

The wind tunnel simulation was carried out at the EnFlo laboratory at the University
of Surrey [21]. The geometry used was a 1:200 scale model of an area in south London,
centred on London Road in the borough of Southwark. The area used consists of the
buildings along London Road in addition to some surrounding buildings away from the
road. The model was placed within a simulated neutral boundary layer flow within the
wind tunnel. The buildings included in the wind tunnel correspond to those seen in Figure 1.
A two-component Laser Doppler Anemometer was used to measure flow velocities and
turbulence intensities with a sampling rate of 100 Hz. Propane mixed in a passive carrier
was used as a passive tracer gas and released near the west end of London Road as a diffuse
release (see Figure 1). A single Fast Flame Ionisation Detector, with a sampling rate in the
order of 200 Hz, measured the tracer concentration at three cross-sectional planes, A, B
and C (Figure 1), of London Road from a height range of Z = 0.011–0.090 m (equivalent
to 2.2–18.0 m at full scale).

Three points should be emphasised here:

• The full wind tunnel model consisted of around 100 buildings, but the model used
here is a cut-down version that was used in an investigation of the response of flow
and dispersion in London Road to the extent of the model. The consequence of this is
that the LES runs required a smaller computational resource than would be demanded
for the full model.

• The source location, shown in Figure 1, is in a position where sensitivity to precise
location is expected to have a significant impact on dispersion behaviour, in particular
the division of fluxes between the surrounding streets (the location is actually a
roundabout). As will become apparent, this is not ideal for evaluating the ability
of the LES model to predict dispersion. The specified source location and wind
direction, indicated by the arrows in Figure 1, provides a particularly strong test of
predictive ability for the tracer concentration along London Road; being perpendicular
to the road, the oncoming wind can only generate flow along the road because of the
interplay between the approaching flow and the heterogeneous geometry. A number of
other data sets were available for the full model but these are not used here in favour of
a case which is computationally less intensive. However, previous studies have shown
that Fluidity is able to simulate tracer dispersion in urban settings with reasonable
accuracy [22–24]. This is an additional case which tests the particular meshing method
used and provides further assurance of the quality of Fluidity’s predictions.

• We are concerned with Fluidity’s ability to accurately replicate the flow statistics
and tracer concentrations within the street canyon specifically. We therefore validate
Fluidity against the X and Z direction components of the velocity and turbulence
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fields. The wind direction, perpendicular to the street, provides the strongest statistics
in these two directions making it easier to compare the statistics derived from the two
models. Given the sensitivity of the tracer concentrations within the canyon to the
exact source location, we use two separate methods to normalise the concentrations.
The first is commonly used in wind tunnel and CFD studies:

C∗ = Cure f H2/Q, (1)

where C is the tracer concentration, ure f is the reference wind velocity, H is the height
of the boundary layer and Q is the emission rate.

For the second normalisation we divide by the mean tracer concentration at measure-
ment plane A such that,

C∗A = C
CAWT

CALES

(2)

where CAWT is the mean of the concentrations for all measurement points at plane A
and all timesteps, and CALES is the equivalent for the LES simulation. This is used as an
approximation to normalising by the amount of tracer entering the street canyon.

(a) (b)

(c)

Figure 1. LES mesh configuration for wind tunnel simulation. Dimensions are shown in metres
and the domain height was set to the height of the wind tunnel, H = 2 m. (a) LES mesh for wind
tunnel simulation, the full extent of the domain is shown, (b) Location of tracer source (red circle)
and measurement planes (blue lines), (c) Mesh refinement at a building facade.

2.1.2. LES

Fluidity is an open-source software developed at Imperial College London
(https://fluidityproject.github.io/ (accessed on 1 July 2022). It is a general purpose, finite el-
ement CFD software within which a LES methodology is implemented with an anisotropic

https://fluidityproject.github.io/
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adaptive mesh. Using LES, Fluidity is able to simulate unsteady flows, resolving turbulent
features of the flow larger than a specified filter length by solving filtered Navier–Stokes
equations. Turbulent eddies smaller than the filter length are modelled as additional vis-
cosity based on a Smagorinsky-type model. Its adaptive mesh capability allows Fluidity
to resolve the mesh in response to flow features, for example resolving regions of high
gradients while using a coarse mesh in stable regions. The level of refinement is controlled
by an user defined interpolation error and minimum and maximum edge lengths. For more
detail on the adaptive mesh technology see [25].

Incompressible Navier–Stokes equations are solved to calculate the velocity and
pressure fields as follows

∇× ũ = 0,

Dũ
Dt

= −1
ρ
∇P̃ +∇×

[(
ν + νeddy

)
∇ũ
]
.

Here ũ and P̃ are the resolved velocity and pressure fields, occurring at length scales above
the filter length, and ρ is the density of the incompressibel fluid. The kinematic viscosity of
the fluid is given by ν, while νeddy represents the eddy viscosity. A continuous Galerkin
discretization and a Crank-Nicholson scheme were used to discretise in space and time,
respectively, and a fixed time step of 0.005 s was used.

The passive tracer release was represented as a volume source, the dispersion of which
is modelled using an advection-diffusion equation, as follows

∂C
∂t

+ ũ×∇C = ∇× (κ∇C) + F,

where C is the tracer concentration, κ is the diffusivity tensor and F is a source term.
This equation is discretized using a second-order coupled finite element/control volume
method. For more detail see [15,22,23].

A turbulent velocity profile was applied at the domain inlet using the Synthetic Eddy
Method [22,26]. The simulated neutral boundary layer profile measured in the wind tunnel
was used to set the X, Y and Z velocity (u, v, w) and turbulence intensity (σu, σv, σw)
components (see Figure S1). A wind speed of 2 ms−1 was set at a height of 1 m from the
ground to match that of the wind tunnel.

A near-wall log law boundary condition was applied at all surfaces, including building
surfaces, while a zero pressure condition was applied at the domain outlet.

2.1.3. Mesh Configuration

A minimum edge length of 0.0025 m was set for the domain (equivalent to 0.5 m at
full scale). Away from London Road, the location of the tracer release and wind tunnel
measurement points, the maximum edge length was set to 0.05 m (10 m full scale equivalent).
This maximum element length scale was progressively reduced around the buildings and
was set to 0.008 m along much of London Road itself.

A scalar field was defined with a value of 1 at the building facades and 0 elsewhere.
The simulation was then let to run with Fluidity adapting the mesh both to the velocity
and to the building facade scalar field. The result was a mesh of 1.2 million nodes, with a
refined mesh around the buildings, particularly at the leading edges as seen in Figure 1.
Once satisfied with the mesh the adaptivity was turned off and the simulation continued.

2.1.4. Performance Criteria for LES

We use the acceptance criteria proposed by Hanna and Chang [27] to evaluate the
performance of the model, as done in COST 732 [28] and COST ES1006 [29]. Hanna and
Chang’s criteria are as follows:

• |FB| ≤ 0.3 —The relative Fractional Bias (FB) is less than or equal to 0.3.
• NMSE ≤ 3.0 —The Normalised Mean Square Error (NMSE) is less than or equal to 3.
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• FAC2 ≥ 0.5—The fraction of predicted values, P, within a factor of two (FAC2) of the
observed values, O, is greater than or equal to 0.5.

• NAD ≤ 0.3—The Normalised Absolute Difference (NAD) is less than or equal to 0.3.

The mathematical definition for each performance measure is given in the Appendix A.
While these criteria were proposed to evaluate the maximum concentration along an

arc, we apply them to a point-by-point comparison, therefore our spatially constrained
comparison is more stringent. Time averaged mean values are used for the comparison at
each point. For the LES these time averaged mean values were derived from the duration of
the simulation, excluding an initial spin up period, equalling approximately 30 s (equivalent
to 100 min at full scale). The wind tunnel simulation was able to run for a significantly
longer time period resulting in time averages calculated over approximately 3 min.

We also use the hit rate, HR, as a criteria where HR is given by:

HR =
N
n

=
1
n

n

∑
i=1

Ni with =

{
1 for | Pi−Oi

Oi
| ≤ D or |Pi −Oi| ≤W,

0 else.
(3)

Here, Pi and Oi are the predicted and observed time-averaged concentrations, respec-
tively, n is the total number of observed concentrations and N is the total number of the
predicted concentrations which satisfy the criteria.

For the allowed relative deviation, D, we use 0.25, as done in COST 732 [28]. For the
allowed absolute deviation, W, rather than use a single fixed value for all points, we use
a value derived for each individual point of comparison. The duration of the simulation
in the wind tunnel was considerably longer than that for the LES (roughly 3 min for
the wind tunnel and 40 s for the LES), mainly due to limitations on computational run
time. In order to calculate W, we divided the wind tunnel data (approximately 3 min)
into time periods equivalent to that generated by the LES simulation (approximately 30 s),
calculating the velocity and turbulence statistics for each separate time period. We then
defined W as the maximum difference between these values. This provides an estimate
of the repeatability of the results at each point. An illustration of W for a single point is
given in the Supplementary Material (Figure S2). This method of deriving W leads to a
more stringent criteria, with generally much lower values of W, than those used in the VDI
guideline [30] where a 0.66 acceptance limit is proposed for HR.

We also extend the criteria to the velocity and turbulence statistics.

2.2. Full Scale Simulations

The method used to simulate the concentrations along London Road consists of three
parts: the modelling of vehicle movement for traffic along the road, the modelling of the
second-by-second emissions of each individual vehicle, and the modelling of the dispersion
of the traffic tailpipe emissions. This process is summarised in Figure 2.

Figure 2. Flow chart of methodology used to simulate high spatio-temporal NOx concentrations from
traffic emissions. TFL stands for Transport for London.
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Manual vehicle counts collected in June 2019 were used to configure the traffic flow
model, while weather data collected was used to define the velocity and turbulence profiles
at the LES inlet. The goal was to replicate two hour-long periods during two separate
days of the field study (the 20 September and 27 September 2019) in order to make a
qualitative comparison of the measured and simulated data. These two days and associated
simulations are referred to as Day 1 and Day 2.

The sensors used during the field study that provided the data and used to compare
with the LES were a M200E Chemiluminescence analyser by Teledyne Instruments [31],
measuring NOx and NO2 at a 1 min resolution, and a Serinus 60 NO2 analyser using cavity
attenuated phase shift spectroscopy (CAPS) to measure NO2 at a 1 s resolution (the rise
and fall time of this instrument is 30 s) [32]. The locations of these sensors are shown in
Figure 3. A background subtraction has been applied to the measured values shown in
this paper unless stated otherwise. The background subtraction assumes a value for the
“background” signal (i.e., concentrations emanating from other sources away from the road)
equal to the minimum measured concentration over a rolling 4 min window. This method
is similar to that used by [33] for a network of sensors, however here is only applied
to a single sensor. The restriction of only one sensor of course limits the utility of this
method, however sensitivity studies and comparisons with nearby reference background
measurements revealed that the method was sufficient for its purpose. The result is an
approximation of the concentration signal due to the emissions from the road only.

Figure 3. Location of monitors along London Road for the field study. The black arrows indicate
lanes of traffic. The dashed line indicates a bus lane. Dimensions are shown in metres.

2.2.1. Traffic Movement Modelling

The commercial software PTV Vissim [34] was used to simulate the traffic flow along
London Road. PTV Vissim is primarily used for traffic management purposes and is
able to simulate the movement of each individual vehicle that travels along the road.
The software was used in [15] to simulate the traffic flow and resulting emissions for an
idealised crossroads, and more details on its use for CFD modelling can be found there.

Hourly average traffic counts were used as input to the model, with the number of
cars, LGVs, buses and HGVs all specified. A petrol/diesel split for passenger cars was
applied based on National Atmospheric Emissions Inventory (NAEI) data. The simulations
generated 3600 s of second-by-second output data for the two study days, consisting of
location, speed and acceleration for each vehicle along the road.

2.2.2. Traffic Emissions Model

The NLR model developed by [16] was used to generate second-by-second NOx data
for each simulated vehicle. The model draws on emission datasets for petrol and diesel
passenger cars, LGVs, HGVs and buses for a range of Euro categories. A Euro category mix
based on the NAEI and Ultra Low Emission Zone (ULEZ) restrictions was assumed.
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2.2.3. Full Scale LES Configuration

The same LES configuration as outlined in Section 2.1.2 was used for the full scale
simulation with some necessary adjustments outlined below.

For the full scale simulations the domain was expanded in order to allow a greater
distance between the buildings and the domain outer boundaries. The boundary edges,
other than the ground, buildings, inlet and outlet, were then simulated using full slip
conditions rather than wall boundary conditions. This was done in order to remove the
effect of the wind tunnel walls from the full scale simulation.

Table 1 shows the wind speed measured nearby at Z = 200 m (London’s BT Tower)
used to define the reference wind velocity, ure f , and the predominant wind direction used
to set the appropriate angle of the buildings to the domain inlet. The same boundary layer
profile for the velocity and turbulence intensities was assumed as those of the wind tunnel,
but scaled to ure f at full scale.

Table 1. Inlet velocity configuration for the two field study days. ure f is the reference velocity at the
domain height of 200 m.

Day Date ure f , ms−1 Predominant Wind
Direction

Mean Hourly
Traffic

1 20 September 2019 8 260◦ 1949

2 27 September 2019 12 40◦ 1550

The LES assumes a perfectly neutral flow whereas in reality a degree of convective
mixing is expected. This is particularly true for Day 1 which was a clear sky day. Despite
the clear sky, the reference wind velocity was considered high enough that the flow is likely
not far from neutral. For Day 2 the wind speed was higher and the sky was overcast and so
better characterised by a neutral boundary layer.

A fixed time step of 0.33 s and 0.2 s was used for the Day 1 and Day 2 simulations,
respectively. A lower time step was used for Day 2 such that the mean Courant number for
the simulation was similar to that of the Day 1 simulation. The same meshing approach as
for the wind tunnel simulation was used, adjusting the element size range appropriately
for the full scale case. An initial period of 15 min was simulated without traffic emissions in
order to allow the wind flow field to develop. After this initial period an additional 45 min
was simulated with traffic emissions.

2.2.4. Dynamic Traffic Emissions Modelling

The vehicle emissions were modelled as a passive tracer. Fluidity has an inbuilt traffic
module capable of simulating individual vehicles and their emissions as they move through
the domain, see [15] for details, while the model is able to simulate the effect of vehicles on
the airflow and vehicle-induced dispersion, the inclusion of this feature adds significantly
to the run time of the model. Therefore, for this study we used the model to simulate
moving tailpipe emissions only, represented as moving volume sources, without simulating
the vehicles themselves.

Each vehicle within the domain was assigned an individual volume source represent-
ing the tailpipe emissions. The strength of this source was set by the second-by-second
emissions data provided by the NLR model, while the location at any given time was pro-
vided by the PTV Vissim model. The source size was set at a minimum of 2 m × 2 m × 2 m.
The source was allowed to extend in length along the direction of travel of the vehicle
such that:

SL = min(2, v× dt)

where SL is the source length along the direction of travel and v is the vehicle velocity. This
ensured the smooth progression of the vehicle source along the road, without skipping
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from one location to the next between timesteps, regardless of the vehicle velocity and
simulation timestep used. Mixing of the tailpipe emission within the wake of the vehicle
is also likely to increase with vehicle speed as the wake turbulence increases. This model
therefore also captures, to some degree, the increased mixing along the direction of travel
which is likely to occur as the vehicle is moving. We refer to this method of modelling the
traffic emissions as the Dynamic Traffic Model (DTM).

A separate tracer was used for passenger vehicles, HGVs and buses, allowing the
concentrations resulting from each vehicle type to be studied individually if desired. A
constant volume source was also applied along London Road. This emitted a passive tracer
at a constant rate from a volume 1.5 m in height and the width of the road. The emission
rate of the volume source was set to equal the average emission rate of the entire fleet of
moving vehicles over the duration of the simulation. This method is referred to as the
Volume Source (VS) method.

Figure 4 shows a snapshot of the emission sources along the road. The small red
squares are the tailpipe volume sources for the vehicles travelling along the road at the
time. The blue area indicates the area of the volume source.

Figure 4. A snapshot of moving vehicle sources (red) and volume source (blue) along London Road.
The coordinate system, with Z vertical, is also shown. The prevailing wind direction for both days is
indicated by the red arrows.

3. Results and Discussion

Before we consider the full scale simulations and the representation of traffic emissions
as moving, time-varying sources, we compare the wind tunnel-scale simulation with the
wind tunnel measurements.

3.1. Comparison with Wind Tunnel
3.1.1. Velocities and Turbulent Velocities

Figures 5 and 6 show the comparison of the velocity and turbulence statistics simulated
in the wind tunnel and by the LES. Table 2 shows a summary of the performance criteria for
all points and for all points within the street canyon. Other than for the u′w′ Reynolds stress,
which narrowly fails for FAC2 and NAD when the comparison is constrained to the points
within the street canyon, the acceptance criteria of Hanna and Chang [27] (see Section 2.1.4)
are met in all cases. However, the hit rate target is in the most part not achieved. This may
be due to the more stringent threshold values used for the absolute deviation, W, than that
used by [30] when recommending the target HR of 0.66. It may also be due to the complex
urban geometry used, for which a good agreement is a greater challenge than for regular
building arrays.
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The discrepancy is also likely in part due to a lack of mesh resolution. A finer mesh is
likely to improve these results. However, the objective here was to achieve a mesh which
gave acceptable results with more manageable run times, rather than to obtain optimal
accuracy. This echoes the choice of using data from the cut-down wind tunnel model.

The discrepancy in velocities u and w between the LES and WT occurs mainly for
points at which u and w are small. The comparison is least satisfactory for the vertical
component, w, which has in the most part much smaller magnitudes than u. However, the
vertical turbulent velocity, σw, is typically an order of magnitude greater than the vertical
velocity component, w, for the corresponding points and will generally dominate the
vertical dispersion of any tracer. Likewise, at the locations where the streamwise velocity,
u, is small, the streamwise turbulent velocity, σu, is typically significantly greater. The LES
performs particularly well for these turbulent velocities.

(a) (b)

Figure 5. Scatter plots of (a) u and (b) w for the wind tunnel and LES. Green markers indicate values
which meet the criteria, red markers indicate values which do not meet the criteria. Dotted line is the
x = y line, dashed lines are the factor 2 lines.
Table 2. Performance statistics of LES against the WT. Values which do not reach the proposed criteria
are shown in bold.

Meas. Obs. FAC2
(≥0.5) FB (≤0.3) NMSE

(≤3.0)
NAD
(≤0.3) HR (≥0.66)

All
points
(N = 148)

u 0.34 0.34 0.76 −0.01 0.05 0.09 0.64
w 0.03 0.03 0.56 0.04 0.60 0.29 0.42
σu 0.24 0.29 0.99 −0.16 0.07 0.11 0.58
σw 0.20 0.19 1.0 0.06 0.03 0.08 0.85

u′w′ −0.02 −0.02 0.78 −0.25 0.24 −0.20 0.27
C∗ 13.88 88.81 0.0 −1.46 12.08 0.73 0.00
C∗A 0.51 0.53 0.85 −0.05 0.40 0.18 0.50

In-
canyon
(N = 48)

u −0.055 −0.042 0.60 −0.11 0.48 0.26 0.43
w 0.056 0.034 0.45 0.29 0.69 0.35 0.19
σu 0.19 0.21 0.95 −0.01 0.12 0.12 0.60
σw 0.16 0.13 1.0 0.24 0.08 0.13 0.55

u′w′ −0.004 −0.005 0.48 −0.12 0.79 0.35 0.31
C∗ 24.14 169.14 0.0 −1.5 9.97 0.75 0.0
C∗A 0.88 1.01 0.90 −0.14 0.21 0.16 0.48
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(a) (b)

(c)

Figure 6. Scatter plots of (a) σu, (b) σw and (c) u′w′ for the wind tunnel and LES. Green markers
indicate values which meet the criteria, red markers indicate values which do not meet the criteria.
Dotted line is the x = y line, dashed lines are the factor 2 lines.

3.1.2. Tracer Concentrations

While running the LES simulations it was found that the amount of tracer entrained
into the street canyon was highly sensitive to the precise source location. A slight change of
location of the source led to an order-of-magnitude difference in the concentrations within
the street canyon. This confirmed our expectations, discussed in Section 2.1.1. This is clearly
visualised by the mean streamlines shown in Figure 7, emanating from locations in the
vicinity of the actual source. For the first location the origin of the streamlines is the best
approximation to the location of the source within the wind tunnel. For the second and
third, the origin is moved 0.01 m and 0.02 m in the Y direction, respectively. For the first
location the majority of streamlines enter the street canyon. However for the second location
a significantly different picture is seen with only a minority of streamlines entering the street
canyon. For the third location none of the streamlines enter the street canyon. These are
streamlines calculated from the average velocity field and, therefore, do not account for tracer
dispersion due to the unsteady component of the velocity. However, they do indicate the
likely sensitivity of dispersion behaviour to the precise location of a small source, and explain
the large differences in concentrations seen within the canyon when the source location was
moved slightly. A further factor probably lies in the precise manner in which emissions were
simulated in the LES and wind tunnel. Usually, this is not an issue of concern, but given the
sensitivity of dispersion behaviour to source location there is also likely to be some sensitivity
to the means by which the tracer is introduced in the two media.



Atmosphere 2022, 13, 1203 12 of 20

(a) (b) (c)

Figure 7. Mean streamlines from the source area: (a) the location in the wind tunnel denoted by (Xs, Ys),
such that (X, Y) = (Xs, Ys); (b) the location is shifted by 10 mm (X, Y) = (Xs, Ys + 0.01 m); (c) the location
is shifted by 20 mm (X, Y) = (Xs, Ys + 0.02 m). The height, Z = 2.5 mm, is the same for each case.

Figure 8 shows the comparison of the normalised concentrations (C∗, Equation (1))
measured in the wind tunnel and those simulated by the LES. The LES concentrations are
an order of magnitude greater than those measured in the wind tunnel. As explained above
this was deemed to be due to the sensitivity of the street canyon concentrations to the
location of the source, where only a small error between the relative location of the source
in the wind tunnel and in the LES could lead to significant differences in concentrations.

However, there seemed to be a worthwhile method for comparing dispersion in
London Road, based on the quality of the predicted velocity and turbulence fields. This
used concentrations normalised by the spatial and time-averaged concentration across the
measurement plane A (C∗A, Equation (2)) as discussed in Section 2.1.1. When using this
alternative normalisation a reasonable comparison was seen between the wind tunnel and
LES (Figure 8). This indicates that whilst the LES failed to simulate the entrainement of
tracer into the street canyon for this particular source location, for the reasons discussed
above, it was able to replicate the in-canyon dispersion of the tracer with reasonable success.

(a) (b)

Figure 8. Scatter plots of (a) C∗ and (b) C∗A for the wind tunnel and LES. Green markers indicate
values which meet the criteria, red markers indicate values which do not meet the criteria. Dotted
line is the x = y line, dashed lines are the factor 2 lines.

Overall, these results, together with previous Fluidity evaluation studies [22–24], were
deemed acceptable for our requirements of achieving a realistic turbulent atmospheric
airflow and associated in-canyon tracer dispersion along London Road.

3.2. Full Scale Simulations

A direct, quantitative comparison between the field study and LES simulations is not
meaningful for a number of reasons. First, a number of features are not considered in the
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LES simulations. These include street furniture, building roof shapes and the many trees
planted along London Road, and the physical presence of the emitting vehicles. Further, the
LES assumes a perfectly neutral flow and neglects any convective mixing, which is expected
to have been present for Day 1. The street-level wind velocities for the LES were found to be
significantly higher than those measured at the roadside (see Figure S3). One likely reason
for this is the shortage of upwind buildings in the LES simulation, particularly for the Day 2
simulation, while a good agreement was achieved for the wind direction for Day 2, the
same could not be said for Day 1 for which field study measurements revealed a complex
bidirectional flow within the street canyon, similar to that observed in [35]. There are also
difficulties in comparing results with data collected at a single location as values can vary
significantly over very short distances at street level. Further, while the mean traffic volume
used for the LES simulations were representative of those during the field study, and the
traffic light signal timings were the same, the traffic flows are otherwise different. The
individual vehicle emissions will also be different as the emissions model does not replicate
the emissions of individual vehicles exactly. Finally, for the comparison with the CAPS
sensor we are comparing modelled NOx values with measured NO2, therefore making the
assumption that their signals are similar at the roadside. This assumption is supported by
the similarity between the NOx and NO2 signal measured by the M200e sensor.

Despite these many considerations, a qualitative comparison is made between the
simulated and measured concentrations. The objective of this comparison is to demonstrate
that the LES methodology is able to capture statistics representative of the highly variable
nature of the concentration field at the roadside, and provide comparable time series plots
and concentration ranges.

Qualitative Comparison of Roadside Measured and Simulated Concentrations

Figure 9 shows timeseries plots of the background-subtracted measured roadside
concentrations and the LES concentrations for both days and both sensor locations. Here
we are comparing the LES timeseries with a 45 min segment of the full measurement period
which spanned 4 hours on both days. Both the VS and the DTM source concentrations
are shown. The LES concentrations have been time averaged to match the effective time
resolution of the sensor. For the CAPS, which provides values at 1 s intervals but has a 30 s
rise and fall time, a 30 s rolling average is used. For the M200e, which has a 60 s time
response, a 60 s average is used. The peak concentrations for the M200e sensor are much
lower than those for the CAPS figures due to the longer averaging time used.

We reiterate that the LES and field data cannot be expected to match one another in
time, because of the stochastic nature of some of the processes controlling emissions and
dispersion behaviour. What we seek is a qualitative similarity and that the statistics are
well modelled.

There is a strong correlation between the NOx and NO2 concentrations measured
by the M200e sensor, allowing a qualitative comparison of the modelled NOx and mea-
sured NO2. The DTM and measured CAPS concentrations behave in a similar way, with
both displaying semi-regular concentration peaks approximately 60 s apart, which is in
the order of the time period of the traffic lights. These peaks are generated both by the
idling engines of queuing vehicles and the spike in emission rates seen on acceleration
when the light turns green (e.g., see [15,36]). The VS concentrations show much less
variability as expected, but are not constant, despite a constant emission rate, due to the
street-level turbulence.

The DTM concentrations for the M200e location for Day 1 are very low and do not
show a similar behaviour to the measured signal, with very little variation (Figure 9b).
The VS concentrations are also very low for the duration of the simulation. Maps of the
street-level wind velocity for this simulation reveal that the sensor lies upwind of the
road (Figure S4), therefore the vast majority of traffic emissions are dispersed away from it
leading to very low concentrations. Significant peaks are seen for the measured data despite
a similar prevailing wind direction. This is likely due to a more complex street-level wind
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flow than that which is simulated by the LES which does not capture effects such as wind
meandering. This is likely true for Day 1 in particular for which a complex bi-directional
wind flow was measured at street level and is not replicated by the LES. These peaks may
also be due to the effect of vehicle movement on the street-level dispersion of tailpipe
emissions, such as that highlighted by [15]. The full Fluidity traffic model, including the
effect of vehicle movement on air dispersion, can be used to investigate this in future.

(a) (b)

(c) (d)

Figure 9. Comparison of measured and modelled timeseries concentrations. (a) Day 1 CAPS (30 s
rolling average), (b) Day 1 M200e (60 s average), (c) Day 2 CAPS (30 s rolling average), (d) Day 2
M200e (60 s average). The LES concentrations have been time averaged to match the time resolution
of each sensor.

Figure 10 shows box plots of simulated NOx concentrations for both the VS and the
DTM source, in addition to measured background-subtracted concentrations. Both the
simulated and measured concentrations shown have been normalised by the time averaged
mean concentration. The LES values have again been time averaged to provide a time
resolution matching that of the sensor.

As expected the DTM captures the variation in concentrations much more successfully
than the volume source. The variation that is present for the volume source is generated
purely by the turbulent airflow within the street canyon. The variation in the DTM concen-
trations is much greater and is in the most part due to the variation in vehicle emissions.
The DTM provides a good approximation of the mean, median and inter-quartile range
for the CAPS sensor on both days. The comparison for the M200e sensor is somewhat less
satisfactory, however is still a significant improvement as compared to the VS model. For
the Day 1 M200e comparison (Figure 10b) the apparent variation in VS concentrations is
artificial as the mean concentration used for the normalisation is so low.

It is interesting to note that the time averaged mean concentration (green triangle) is
consistently greater than the median (orange line) for both the DTM and measured values,
but not the volume source. There are also a significant number of outliers beyond the limit
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of the whiskers. In fact the figures do not show the full extent of these outliers for the
measured data, with the maximum value reaching 2400 µgm−3 for the CAPS sensor on
Day 1. It is therefore clear that the concentrations are not normally distributed, and are
likely more accurately represented by a log normal distribution. These high outliers are
likely due to particularly dirty vehicles passing the sensors. These high emitters are not
captured by the DTM because the emissions model uses emission factors representative
of the mean for any particular vehicle category. Therefore, although peak emissions are
captured while vehicles accelerate, the variation in the magnitude of these peaks is not
fully captured.

(a) (b)

(c) (d)

Figure 10. Comparison of measured and modelled box plots. (a) Day 1 CAPS (30 s rolling average),
(b) Day 1 M200e (60 s average), (c) Day 2 CAPS (30 s rolling average), (d) Day 2 M200e (60 s average).
The green triangle indicates the mean, the orange line the median and the whiskers extend 1.5× the
inter-quartile range. An approximation of the background concentration has been subtracted from
the measured NO2 data.

Figure 11 shows the LES 1 s resolution timeseries concentrations and associated box
plot for Day 2 at the CAPS location. The difference between the volume source (blue line)
and DTM concentrations (orange line) is particularly clear for this high time resolution.
A maximum 1 s NOx concentration of 3000 µgm−3 is seen for the DTM tracer. At this
resolution the true nature of the roadside concentrations are seen. The median concentration
is very small (3 µgm−3), an order of magnitude lower than the mean at 30 µgm−3. The
concentration experienced by a pedestrian at this location will therefore be significantly
lower than the mean concentration for the majority of the time, but interjected with very
short duration, very high concentration peaks reaching up to and above 3000 µgm−3 (the
box plot scale has been limited to 400 µgm−3).
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A lower time resolution sensor, e.g., 1 h time response, will provide an estimate of
the mean concentration for the hour. However, as the mean is significantly greater than
the median this will be an overestimate of shorter time duration exposures at this location
in most instances. For the DTM the 1 s resolution concentrations were found to be below
the mean concentration for 77.3% of the time on average across both days and both sensor
locations. For the 30 s rise and fall CAPS measurements, concentrations were found to be
lower than the mean value for 64.8% of the time, while for the M200e this value was 77.0%
for NO2 and 73.6% for NOx. This raises the question as to how representative mean
concentrations measured over longer periods at a fixed location are of pedestrian exposure
along the roadside. Further, assuming the breathing cycle period while walking or cycling
is in order of 1 s, the DTM results suggest that the inhaled NO2 will be highly variable
about the mean.

(a) (b)

Figure 11. LES concentrations for volume source and dynamic traffic model for Day 2 at location of
CAPS sensor. (a) Day 2 time series (1 s resolution) and (b) Day 2 box plot (1 s resolution).

It should be noted that the simulated values do not consider sources other than the
traffic along the road. If we were to include the background signal then the concentrations
would be greater and the variation in the signal relative to the mean would become some-
what less important. However, measurements taken at the roadside at 1 min resolution or
lower often show a standard deviation greater than the mean. For the measurements taken
here the mean, median and standard deviation values, with no background subtraction,
are shown in Table 3. The median is consistently, and often significantly, lower than the
mean, while the standard deviation is of the same order or greater than the mean. The LES
values are also included for comparison.

Table 3. Mean, median, standard deviation and Coefficient of Variance (CV) for the measured and
modelled concentrations (µg/m3). These values are total concentrations, no background subtraction
has been applied to to these numbers.

M200e CAPS
NO2 NOx VS DTM NOx VS DTM

Day 1

Mean 49.1 91.9 0.6 8.5 66.2 21.1 24.6
Median 27.7 52.5 0.1 4.1 48.4 19.7 17.7
Std dev 68.1 114.9 1.5 11.4 104.3 10.1 26.5
CV 1.4 1.2 2.7 1.3 1.6 0.5 1.1

Day 2

Mean 28.7 53.4 37.2 29.9 39.2 30.8 29.9
Median 20.2 37.4 34.9 25.9 31.9 30.7 18.7
Std dev 31.0 47.5 11.1 17.0 27.5 11.2 42.8
CV 1.1 0.9 0.3 0.6 0.7 0.4 1.4
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Finally, Figure 12 shows a map of the time averaged mean and standard deviation
of 1 s resolution concentrations along the road for Day 2. Mean concentration hotpots
can be seen near the junction (Y = −150 m) and pedestrian crossing (Y = −350 m) where
vehicles are required to stop then accelerate from standstill. These locations also correspond
to where pedestrians are likely to wait to cross the road. The standard deviation map shows
that the variation in concentration is often of the same order or greater than the mean. The
standard deviation is also greater for a larger proportion of the road, demonstrating that
while mean concentrations are much lower away from the junction and pedestrian crossing
hotspots, peak concentrations occur along the entire length of the road. This behaviour was
not captured by the VS representation of the traffic emissions.

(a)

(b)

Figure 12. Colour maps of dynamic traffic source concentration (µg/m3) (a) mean values and
(b) standard deviation of 1s signal along the road with wind direction of 40 deg and wind speed of
12 m/s. Values shown at a height of 1m and have been mapped to a 2 m resolution grid.

4. Conclusions

The LES model, Fluidity, has been used to simulate NOx concentrations due to traffic
emissions at high time and spatial resolution along a road in London. The method used
is similar to that outlined in [15], however in this case vehicle-induced dispersion is not
explicitly considered. The speed-dependent effect of vehicle-induced dispersion on the
initial mixing of tailpipe emissions within the vehicle wake is accounted for by using
volume sources which increase in length with vehicle speed. This method also guarantees
the smooth, continuous progression of tailpipe emissions along the road between simulation
time steps. This method was compared both to roadside measurements and a volume source
representation of the traffic emissions, which is commonly used in CFD simulations. The
objective was to demonstrate that the approach could provide more realistic concentration
variations within the street at timescales down to 1 s than that achieved with a constant
volume source.

Before running the traffic simulation, a further validation of Fluidity was carried
out against wind tunnel data. The comparison showed that Fluidity is able to provide a
reasonable representation of the street-level velocity and turbulence statistics. The initial
comparison of in-canyon tracer concentrations was far from satisfactory, however the high
sensitivity of the in-canyon concentrations to the tracer source location was identified as
an explanation. When normalised by the average concentrations entering the canyon, a
satisfactory comparison was achieved.

A qualitative comparison of the Fluidity NOx concentrations and measured NOx
and NO2 at the roadside demonstrated the model’s ability to replicate similar variations
in concentrations, which was not achieved by the volume source concentrations. At 1 s
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resolution the concentration at the roadside due to the road traffic is shown to be very low
but interrupted by very short duration, very high peak concentrations which raise the mean
concentration significantly above the median. For the roadside location considered, the 1 s
NOx concentrations were found to be below the time averaged mean value for 77% of the
time, raising the question of whether the time averaged mean is the most appropriate value
to use when estimating the level of harm to pedestrians. Further, the high spatial resolution
map produced revealed hotspots at the junction and pedestrian crossings for both time
averaged mean and standard deviation concentrations. These locations correspond to those
at which pedestrians typically spend the most time at the roadside as they often wait to
cross the road.

The method developed and presented here is able to capture the true nature of roadside
concentrations at high temporal resolution. These highly variable concentrations with very
short, very high concentration peaks at timescales down to the order of 1 s are not currently
considered when evaluating pedestrian exposure at the roadside, and are not captured by
commonly used models such as advanced Gaussian plume models.

Further work is planned to investigate the significance of these highly variable con-
centrations on pedestrian exposure when modelled at this high temporal resolution.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/atmos13081203/s1, Figure S1: Inlet velocity and turbulence;
Figure S2: Illustration of derivation of the allowed absolute deviation, W; Figure S3: Wind roses
showing the roadside wind speed and direction; Figure S4: Average velocity vortices at street level (Z
= 1 m) as modelled by the LES for Day 1.
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Appendix A

Here O denotes observed values (i.e., WT values) and P denotes predicted values
(i.e., LES values). The overbar denotes the point-wise mean.

|FB| = 2(O− P)/(O + P)
NMSE = (O− P)2/(O× P)
FAC2—fraction where 0.5 ≤ P/O ≤ 2.0
NAD = |O− P|/(O + P)
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