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Abstract: Methane (CH4) is the major component of natural gas, a potent greenhouse gas, and a 
precursor for the formation of tropospheric ozone. Sizable CH4 releases can occur during gas extrac-
tion, distribution, and use, thus, the detection and the control of leaks can help to reduce emissions. 
This study develops, refines, and tests algorithms for detecting CH4 peaks and estimating the back-
ground levels of CH4 using mobile monitoring, an approach that has been used to determine the 
location and the magnitude of pipeline leaks in a number of cities. The algorithm uses four passes 
of the data to provide initial and refined estimates of baseline levels, peak excursions above baseline, 
peak locations, peak start and stop times, and indicators of potential issues, such as a baseline shift. 
Peaks that are adjacent in time or in space are merged using explicit criteria. The algorithm is refined 
and tested using 1-s near-ground CH4 measurements collected on 20 days while driving about 1100 
km on surface streets in Detroit, Michigan by the Michigan Pollution Assessment Laboratory 
(MPAL). Sensitivity and other analyses are used to evaluate the effects of each parameter and to 
recommend a parameter set for general applications. The new algorithm improves the baseline es-
timates, increases sensitivity, and more consistently merges nearby peaks. Comparisons of two data 
subsets show that results are repeatable and reliable. In the field study application, we detected 534 
distinct CH4 peaks, equivalent to ~0.5 peaks per km traveled; larger peaks detected at nine locations 
on multiple occasions suggested sizable pipeline leaks or possibly other CH4 sources. 

Keywords: mobile air quality monitoring; peak detection; pollutant mapping; natural gas leaks;  
algorithm 
 

1. Introduction 
1.1. Significance of Methane Leaks from Natural Gas Infrastructure 

Atmospheric concentrations of methane (CH4) have risen at a rate of 0.5% per year 
over the past decade [1], and this gas now causes the largest radiative forcing (0.97 W/m2) 
after CO2 [2,3]. The largest anthropogenic sources of CH4 are agriculture and waste man-
agement activities, followed by the fossil fuel industry, which emitted ~33% of the global 
total in 2000–2009 and over 40% of the U.S. total [4]. Increased natural gas supplies, due 
to enhanced recovery techniques, such as hydraulic fracturing and horizontal drilling, 
have tremendously increased the share of natural gas used to generate electrical power in 
the U.S. [5]. At the same time, fugitive releases from leaks during natural gas extraction, 
distribution, and application are likely to experience a great increase. Notably, much of 
the gas transmission and distribution system, especially mains and service lines in cities, 
is old and prone to leaks, and recent reports suggest significant underreporting of pipeline 
CH4 leaks [6,7]. Older studies report many events likely to release CH4, e.g., 959 transmis-
sion line incidents in 2002–2009 and 823 distribution line incidents in 2004–2009 in the U.S. 
[8]. A vastly higher number of leaks likely occurs from mains and service lines, e.g., ex-
trapolations of field studies in 12 cities suggest that some 630,000 leaks in U.S. distribution 
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mains emit 0.69 Tg/year of CH4 [7]. The detection and the repair of pipeline leaks remains 
important for safety, economic, and environmental reasons. Unfortunately, traditional 
leak detection approaches have many shortcomings. 

1.2. Leak Detection Methods 
Conventional leak detection methods for natural gas pipelines include acoustic meth-

ods, gas sampling and analysis, and soil monitoring. Acoustic methods detect the sound 
generated by escaping gas. While simple, these methods cannot detect small leaks if faint 
sounds are obscured by background noise [9]. Gas sampling methods typically use hand-
held detectors, such as flame ionization detectors (FIDs) and sampling probes to measure 
gas concentrations along a sampling route. While small leaks can be detected, the process 
is slow and the sampling area is small and limited by the probe [9]. In soil monitoring, a 
tracer gas, such as SF6 or CO2, is injected into a buried gas pipeline and monitored in air 
just above the soil surface [10]. While potentially accurate and sensitive, this method is 
expensive since the tracer must be continuously added [11]. In addition, all of these meth-
ods require staff to patrol the pipeline with hand-held instruments, which is labor-inten-
sive, difficult to ensure full spatial coverage of large and complex urban distribution sys-
tems, and prone to both false positives and false negatives. Very large leaks can be de-
tected using volume or mass balance methods, which compare the volume of gas entering 
and exiting a pipeline section [12]. While inexpensive, these methods cannot detect small 
leaks, and they do not indicate leak locations [11]. Other leak detection methods use real-
time modeling, negative pressure wave, and pressure point analyses [11,13]. 

In recent years, CH4 leaks have been detected using mobile monitoring and sensitive, 
selective and fast-response instrumentation, including cavity ring-down spectroscopy 
[14], tunable diode laser absorption spectroscopy (TDLAS) [15], laser induced fluores-
cence (LIF) [16,17], Fourier transform infrared spectroscopy (FTIR) [18], and thermal im-
aging [9,11]. These instruments remain too large, heavy, expensive, and power hungry to 
be carried by staff or to be permanently installed along pipelines. Similar portable instru-
ments such as Remote Methane Leak Detector (RMLD) and portable cavity ringdown 
spectroscopy sensors from Picarro are commercially available, but these methods are 
highly labor-intensive and cannot fully cover complex distribution systems in cities. How-
ever, installed on mobile platforms, such as vehicles and airplanes, gas leaks are easily 
detected, e.g., in 2-month campaigns, a vehicle-based system using a cavity ring-down 
spectrometer detected 3356 CH4 leaks in Boston, Massachusetts and 5893 leaks in Wash-
ington, DC [19]. The δ13C-isotopic signature indicated that the elevated CH4 levels had a 
fossil fuel, rather than a biogenetic, source. Such instruments installed in Google Street 
View cars have detected thousands of leaks in 15 U.S. cities [6,20], using an open-source 
algorithm [21]. Even more recently, drone-based platforms using laser spectrometry to 
detect CH4 leaks also are being developed [22–24]. Mobile monitoring has also been used 
in estimating on-road traffic emissions and related recent publications reported novel 
methods and algorithms to separate peak and background concentrations [25,26]. 

1.3. Study Objectives 
Our overall goals are to assess and to enhance the ability to reliably determine the 

location and the magnitude of subsurface natural gas pipeline leaks using mobile moni-
toring. Here we focus on the algorithms for estimating background, peak levels, and peak 
locations. We use field data collected by the Michigan Pollution Assessment Laboratory 
(MPAL), a mobile laboratory equipped with two sensitive CH4 instruments, and utilize 
two 10-day subsets of near-ground CH4 data and other information collected in a portion 
of Detroit, Michigan. The study site is diverse, and it includes residential, commercial, and 
industrial areas, as well as a mix of new and old infrastructure. We conduct a sensitivity 
analysis on key parameters in the algorithm, compare results with other published meth-
ods, examine the repeatability of results, and recommend a parameter set for general use. 
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2. Methods 
2.1. Study Site and Sampling Schedule 

Measurements were collected in a 17 × 10 km portion of Detroit, Michigan from 19 
May 2021, to 15 December 2021, as a part of the Michigan–Ontario Ozone Source Experi-
ment (MOOSE) project. We use two data subsets to test and refine the peak detection and 
characterization algorithm. The first subset was collected on 10 days (26/May/2021, 
2/Jun/2021, 7/Jun/2021, 20/Sep/2021, 22/Oct/2021, 27/Oct/2021, 3/Nov/2021, 4/Nov/2021, 
12/Nov/2021, 17/Nov/2021) and used to develop and refine the algorithm. A second data 
subset, also using 10 days (27/May/2021, 11/Jun/2021, 15/Jun/2021, 7/Jul/2021, 
23/Aug/2021, 14/Sep/2021, 24/Sep/2021, 8/Oct/2021, 13/Oct/2021, 10/Nov/2021), evaluated 
the performance and the repeatability of the algorithm. Dates, meteorology conditions 
based on observations at four local airport stations (Detroit Metro Wayne County Airport 
(DTW), Grosse Ile Municipal Airport, Detroit City Airport, Willow Run Airport) reporting 
to the National Weather Service, and sampling schedules are summarized in Table 1. 

Table 1. Summary of sampling schedule (in local time, EST) and meteorological conditions of the 
20 days in the two data subsets. Meteorological variables represent the average (circular average for 
wind direction and scalar average for the rest parameters) for the study period derived from data 
from four local airports (measured at 10 m). 

Date Time_Start Time_End Temperature 
(°C) 

Wind_Direction 
(deg) 

Wind_Speed 
(m/s) 

Ceiling_Height 
(m) 

Pressure 
(mbar) 

Data Subset 1        

26/May/2021 14:30 18:30 23.8 269 5.6 11,971 1013.8 
2/Jun/2021 9:30 12:00 19.0 181 2.9 1966 1018.8 
7/Jun/2021 11:00 15:30 27.1 189 4.8 11,061 1015.3 

20/Sep/2021 11:00 13:30 26.5 161 4.4 16,421 1017.6 
22/Oct/2021 10:00 15:00 10.3 358 2.5 12,405 1017.1 
27/Oct/2021 12:00 17:00 11.4 16 1.4 285 1015.9 
3/Nov/2021 15:00 18:00 5.9 298 1.0 4804 1027.3 
4/Nov/2021 14:00 16:30 6.8 311 2.3 3641 1026.2 
12/Nov/2021 10:30 16:00 10.1 220 8.5 10,980 1007.3 
17/Nov/2021 11:30 17:30 16.6 209 7.3 560 1009.6 
Data Subset 2        

27/May/2021 14:00 16:00 18.2 57 5.6 17,973 1019.7 
11/Jun/2021 7:30 9:00 25.4 82 2.8 22,000 1010.9 
15/Jun/2021 10:00 12:00 23.3 345 5.5 15,140 1016.0 
7/Jul/2021 12:00 15:30 28.6 233 4.3 13,373 1011.7 

23/Aug/2021 13:00 17:30 29.7 293 3.1 22,000 1013.7 
14/Sep/2021 10:30 15:00 29.7 214 7.3 14,513 1009.2 
24/Sep/2021 9:00 12:00 19.0 256 5.2 19,281 1014.9 
8/Oct/2021 12:30 16:30 22.7 140 3.2 7106 1016.0 
13/Oct/2021 12:00 17:00 22.5 221 3.9 13,649 1014.8 
10/Nov/2021 15:00 18:00 10.2 88 2.3 15,679 1022.1 

2.2. Measurements and Quality Assurance 
Data were collected using the Michigan Pollution Assessment Laboratory (MPAL), a 

truck-based platform that contains five lab-quality instruments to measure gaseous pol-
lutants, five instruments for particulate matter (PM), meteorological sensors, a geograph-
ical positioning sensor (GPS), and forward and reverse cameras. All data were collected 
by MPAL’s data system at 1 Hz. MPAL’s sampling systems, performance evaluations, and 
quality assurance protocols have been detailed elsewhere [27]. In 2021, MPAL was tem-
porarily adapted into a slightly smaller vehicle without the PM instruments; otherwise, 
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instruments, power, and data acquisition systems were identical. Two sampling inlets 
were installed: a roof inlet at ~2.5 m height and a front inlet at ~10 cm height above the 
road, using an array of six vertical, downward-facing sampling ports evenly distributed 
across the front bumper. Purge flows minimized residence and lag times in the sampling 
system. Samples were introduced to each instrument following a water trap and 1 µm 
Teflon filter; the front inlet also used a small splash guard around each port and an addi-
tional particle filter to reduce contamination of the Teflon tubing. 

CH4 was measured using two cavity ring-down spectrometers (G2204 and G2401, 
Picarro, Santa Clara, CA, USA) that have a 0–100 ppm range, 0.001 ppm resolution, and 2 
s resolution. Before MOOSE, the two instruments installed on MPAL collected data be-
tween March 2019 and March 2020, and they showed accurate and comparable results 
(e.g., the two instruments had average CH4 concentrations of 2.05 ± 0.30 ppm and 2.06 ± 
0.50 ppm, respectively) [27]. This study focusses on the near-ground data collected by the 
G2204, which was connected to the front inlet. In addition to measuring CH4, this instru-
ment also measures H2S and H2O. 

MPAL incorporated a high-speed GPS (Garmin 18×, Garmin International Inc., 
Olathe, KS, USA) that measured location at 1 Hz with an uncertainty generally under 3 
m. An onboard meteorological system measured wind speed and direction (Model 92000, 
R.M. Young Company, Traverse City, MI, USA); these measurements were corrected for 
vehicle speed and direction. We supplemented the on-board meteorological data, which 
could be affected by the relatively low measurement height (~2.5 m), rapid speed, and 
direction changes of MPAL, as well as other vehicles, trees, and buildings, with meteoro-
logical data from four local airports noted earlier, calculating hourly averages of temper-
ature, dew point, wind direction, windspeed, precipitation, ambient pressure, ceiling 
height, and visibility [28]. 

Quality assurance checks regularly performed included zero and span checks, and 
determinations whether sample flows, temperatures, sampling and reactor pressures, and 
concentration readings were in acceptable ranges. We accounted for the lag time due to 
instrument response and the sampling inlet system. 

2.3. Data Analysis 
2.3.1. Initial Data Processing 

Data were collected by MPAL’s data acquisition system at 1 Hz, which means 1-s 
data were logged regardless of the actual instrument resolution. 1-s, 5-s, or 60-s averaged 
data were consolidated into a master dataset containing CH4 measurements, time and 
date, vehicle position and speed, wind speed and direction, and other data. Details on the 
preliminary data validation and consolidation can be found elsewhere [27]. 

2.3.2. Baseline and Peak Detection Algorithm 
An algorithm was developed to identify CH4 concentration excursions or “peak 

events” that potentially correspond to pipeline leaks. The algorithm used 1-s data (to pro-
vide the greatest resolution) and made four passes of the data (Figure 1). Pass 1 provides 
initial estimates of baseline levels, which are used in Pass 2 to determine peaks, peak start 
and stop times, and locations. A peak index is also assigned. Pass 3 merges adjacent peaks, 
including those close in space and/or time. Pass 4 filters out small or short peaks and re-
fines the baseline. The final output provides peak concentration, average concentration, 
baseline, start and end times and locations, peak duration, and other statistics, providing 
a compact representation derived from hundreds of thousands of observations collected 
in a typical day’s run. 
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Figure 1. Flow chart of the peak detection algorithm. Blue parameters are MPAL measurements, 
black are algorithm parameters discussed in this study, and green are calculated/output values. 
Similarly, blue boxes show steps of input data processing, black boxes show algorithm steps, and 
the green box indicates data output. Red lines represent baseline and sensitivity analyses. 

Pass 1 provides local estimates of background concentrations of CH4, which can dif-
fer from the global and the urban average CH4 concentration (nominally ~2 ppm). Back-
ground levels can change slightly in space and in time (generally less than ±0.2 ppm) due 
to local and to regional emission sources, meteorological effects, and instrumental drift. 
The initial estimate of baseline concentration at time t, CB,t (ppm), is calculated as percen-
tile p of measurements within a time window that extended twindow seconds both before 
and after the present time. The selection of the percentile and the time window jointly 
affect the baseline and the bias that might occur if peaks occur in or near the time window. 
We evaluated percentiles p from 1 to 50% and time windows twindow from 100 to 600 s. 
Baseline levels (and peaks) were not estimated if data gaps in the time window exceeded 
30 s. This initial baseline estimate is subsequently refined in Pass 4. 

Pass 2 identifies elevated measurements if the concentration at time t, Ct, exceeds 
Rthresh × CB,t, where Rthresh is the ratio of the current concentration to the background con-
centration needed to identify a peak. We tested Rthresh over a range from 1.015 to 1.1. Lower 
ratios can detect small peaks, but noise may lead to false positives, while higher ratios 
reduce these errors but may miss peaks and thus yield false negatives. Using samples 
collected near the road surface, Weller et al. [21] set Rthresh = 1.1, equivalent to ~0.2 ppm 
increment over baseline. Pass 2 also determines the start time when the CH4 level first 
exceeds Rthresh × CB,t, and the end time when levels next fall below this concentration. De-
tected peaks are numbered chronologically. 

Pass 3 merges adjacent peaks that are close in space or in time. The time and the 
distance gaps between adjacent peaks are calculated using the start and the end times and 
locations (latitude and longitude) for peaks identified in Pass 2, and then adjacent peaks 
are merged if the time or the distance gap is smaller than predetermined thresholds. We 
evaluated time gap thresholds, tthresh (s), from 2 to 10 s, and distance gap thresholds, dthresh 
(m), from 10 to 75 m. After merging, new peak numbers are assigned. 

Finally, Pass 4 refines the baseline and filters out small or short peaks. The final base-
line CB is calculated as the average of pre- and post-peak baselines, where CB,pre and CB,post 
are the pth percentile of readings within twindow seconds before the start of the peak, and 
after the end of the peak, respectively. Thus, this final baseline accounts for possible shifts 
in baseline, while excluding the peak itself. The maximum concentration of each peak 
above final baseline, ΔCmax, is calculated. Small peaks that are likely instrument noise are 
removed if their increments above baseline CB are smaller than threshold concentration 
ΔCthresh (ppm), or if the peak duration is less than the time threshold tp,thresh (s). To minimize 
false negatives, small values of ΔC,thresh and tp,thresh may be preferred. In addition, Pass 4 
filtered out peaks that occurred when the vehicle was stopped for a relatively long time, 
which can result in long duration peaks and inaccurate baseline estimates; in addition, 
measurements collected while moving or being stationary may differ due to differences 
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in turbulence and mixing induced by the vehicle as compared to being at rest. We omitted 
peaks if at least 50% of the peak occurred when the vehicle was stopped, which was de-
termined if the GPS-derived speed was below 0.05 m/s. (When the vehicle is stopped, GPS 
noise can produce a low velocity.) The final peak numbers were assigned after these steps. 

Outputs calculated and archived for each peak included start and end times, start 
and end locations, baseline concentration CB, concentration increments above baseline for 
the peak average, minimum, median, and maximum, ΔCave, ΔCmin, ΔCmed, and ΔCmax 
(ppm), respectively. We also calculated the peak width W (m) as the distance between the 
peak start and end locations (m), the average driving speed Vave (m/s) as the peak width 
divided by its duration tp (s), and the peak centroid Lp (latitude and longitude vector) as 
the concentration-weighted spatial average of 1-s measurements during the peak event: L୮ =  ∑  (C୲ −  C୆୒୮୲ୀଵ ) V୲∗ l୲ ∑  (C୲ −  C୆୒୮୲ୀଵ ) V୲∗  (1)

where lt = location (latitude and longitude) at time t, Ct = measured concentration at time 
t, Np = number of measurements in the peak event (equivalent to duration in seconds since 
1-s data are analyzed), and Vt is the distance traveled during the measurement (m) at time 
t, or equivalently and more conveniently the vehicle speed (m/s) since 1-s measurements 
are used. This approach is not optimal if the vehicle stops at some point during the peak 
event since Vt = 0 and the corresponding CH4 measurements will not be used, although 
these measurements could reduce the uncertainty and thus improve the result. To correct 
this, during stopped periods we define Vt* = Vave*/Ns where Vave* = mean speed when the 
vehicle is moving during the peak event (m/s) and Ns = number of measurements when 
the vehicle is stopped. In effect, this averages concentrations over the stopped period, pro-
ducing a data point equivalent in weight to the average measurement during the peak 
event when the vehicle is moving. Equation (1) provides an appropriate weight for a sin-
gle stop during a peak event. In the rare event of multiple (separated) stops, an alternative 
formulation would be required to obtain comparable weights. 

2.3.3. Sensitivity Analysis 
The algorithm used seven primary parameters: three parameters (p, twindow, Rthresh) de-

termine baselines and peaks in Passes 1 and 2, and four additional parameters (tthresh, dthresh, 
tp,thresh, ΔCthresh) merge adjacent peaks and filter out potentially false peaks in Passes 3 and 
4. We evaluated these parameters in sensitivity analyses that systematically changed pa-
rameter values while recording the number of peaks reported, flagged by predetermined 
criteria (described below), merged, or filtered out. Additional parameters (Pass 1 baseline 
skip gap, set as 30 s; Pass 4 filtration criteria due to vehicle stop, set as 50% of measure-
ments; and Pass 4 vehicle stationary speed limit, set as 0.05 m/s) generally had much 
smaller effects on results. The sensitivity analysis was performed using data subset 1. The 
selected parameters were then applied to data subset 2. 

We tested 100 combinations of the three parameters affecting baseline estimates (full 
factorial design with p set to 0.01, 0.05, 0.15, 0.25, and 0.50; twindow set to 100, 150, 300, 450, 
and 600 s, and Rthresh set to 1.015, 1.025, 1.05, and 1.1), and we calculated outputs by setting 
the four parameters in Passes 3 and 4 at nominal values (tthresh = 5 s, dthresh = 10 m, tp,thresh = 
5 s, and ΔCthresh = 0.03 ppm). These nominal values worked well based on an extensive set 
of prior tests. The results of each combination was evaluated using heatmaps and other 
displays for four criteria: number of peaks detected; baseline out of range (i.e., not within 
1.8–2.2 ppm); consistently elevated observations in the baseline window (>50% of data in 
the baseline window); and large baseline shifts (|CB,pre − CB,post| > 0.02 ppm). The three 
latter criteria can identify potentially problematic baseline estimates. From this analysis, 
a subset of parameter combinations was selected for further analysis. Results were also 
evaluated using several additional criteria, including the number of small peaks (ΔCmax < 
0.1 ppm), long duration peaks (tp > 240 s), very wide peaks (W > 500 m), and peaks with 
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stopped periods (Vi < 0.05 m/s exceeding 1 s during the peak). We also plotted and in-
spected concentration and location trends for all peaks. Graphical examples of peaks 
flagged by the abovementioned seven criteria can be found in Figure S1. 

We tested 25 combinations of the parameters used to merge peaks in Pass 3 (setting 
tthresh to 2, 3, 5, 7, and 10 s) and dthresh set to 10, 20, 30, 50, and 75 m), and we examined the 
number of peaks merged. In this analysis, we fixed the other parameter to nominal values 
(p = 0.05, twindow = 450 s, Rthresh = 1.05, tp,thresh = 5 s and ΔCthresh = 0.03 ppm). 

Finally, to test peak filtering in Pass 4, 8 combinations of tp,thresh (5 and 10 s) and ΔCthresh 
(0.02, 0.025, 0.03, and 0.05 ppm) were evaluated and the number of peaks filtered out was 
determined. Again, other parameters were set to nominal values (p = 0.05, twindow = 450 s, 
Rth = 1.05, tthresh = 5 s, and dthresh = 10 m). These sensitivity analyses demonstrated the inter-
action between parameters and allowed some “fine tuning” of the approach. 

2.3.4. Data Mapping and Visualization 
To visualize peaks and baseline levels, we generated “hotspot” maps, which dis-

played ΔCmax in concentration bins (10 cut-points of 0, 0.10, 0.15, 0.20, 0.30, 0.50, 0.75, 1.00, 
1.50, >3.00 ppm); maps of CB used 7 cut-points (1.85, 1.90, 1.95, 2.00, 2.05, 2.10, >2.15 ppm). 
These nonlinear bins better display results than linear ranges or bins. 

2.3.5. Comparison to Other Peak Detection Algorithms 
Results of the new algorithm were compared to the procedure of Weller et al. [21], 

which had a number of similarities, but set p = 0.5 (median), twindow = 150 s, Rthresh = 1.1, and 
for adjacent peak merging, tthresh = 5 s. Weller et al. [21] did not apply a distance gap thresh-
old for peak merging. The two approaches were compared by contrasting peak statistics, 
probability plots, and scatter plots that matched peaks detected by the different algo-
rithms, using the timestamp of the maximum concentration. We also evaluated trend plots 
for each peak. 

A much simpler, quicker algorithm, using a fixed baseline, was also tested. This was 
evaluated using three sets of parameters (CB = 1.9 ppm and Rthresh = 1.1; CB = 2.0 ppm and 
Rthresh = 1.05; CB = 2.2 ppm and Rthresh = 1.025) and the same performance evaluation de-
scribed above. The evaluations used data subset 1. 

3. Results and Discussion 
3.1. Data Summary 

Data subset 1 contained 10 days of data and a total of 125,025 1-s CH4 measurements 
collected in southwest Detroit over a distance of 541 km, while driving at an average speed 
of 15.6 km/h (Figure 2a). Both median and average measurements of CH4 (2.04 and 2.10 
ppm, respectively) were slightly above the 2021 global average of 1.9 ppm [1]. The skew-
ness of the far right tail of the CH4 concentration distributions is seen in the probability 
plot (Figure 3): 1-s levels ranged from 1.88 ppm to 25.5 ppm, and 90th, 98th, 99th, and 
99.9th percentile concentrations were 2.21, 2.82, 3.27, and 7.51 ppm, respectively. 
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Figure 2. Maps showing driving routes for data subsets 1 (A) and 2 (B). Maps represent a 11 × 17 
km region. Often, repeated passes were made both within and among the days in the 10-day data 
subsets. Solid circles represent periods when the vehicle was parked for an extended period (typi-
cally more than 0.5 min). 

 
Figure 3. Cumulative probability plot of 1-s CH4 measurements in data subset 1. 

3.2. Sensitivity Analyses 
3.2.1. Baseline and Initial Peak Finding 

Tests using the 100 parameter combinations in Passes 1 and 2 detected from 178 to 
589 peaks, depending on the parameter set. Heat maps (Figure S2a) show the influence of 
twindow, p and Rth. Results were most sensitive to Rthresh (ratio multiplying the background 
concentration that sets the floor for peak detection), e.g., the number of peaks decreased 
from 584 to 224 as Rthresh increased from 1.015 to 1.100 (for twindow = 100 s and p = 0.05). As 
expected, higher Rthresh eliminated small peaks, some of which may be instrument noise or 
random variability. Results were moderately sensitive to twindow (baseline window width), 
e.g., the number of peaks gradually decreased from 584 to 417 as twindow lengthened from 
100 to 600 s (for Rthesh = 1.015 and p = 0.05). This trend reflects greater chances of data gaps 
with long windows (since baselines and peaks were not calculated if a data gap exceeding 
30 s was detected) and that the data gap would force exclusion of peaks. 

Baseline estimates and peak finding were largely insensitive to values of p below 0.25 
(percentile used to calculate the baseline concentration), e.g., the number of detected 
peaks decreased from 588 to 570 as p increased from 0.01 to 0.25 (for twindow = 100 s and 
Rthresh = 1.015; Figure S2a). At high values, e.g., p = 0.5 (median), however, the number of 
peaks detected and other criteria were affected, particularly for short time windows. The 
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use of small p (e.g., 0.01) may be preferred since the baseline estimate would effectively 
exclude elevated measurements, potentially increasing the accuracy of the baseline esti-
mate. Corroborating evidence was seen as decreasing p lowered the out-of-range baseline 
percentage, e.g., for the 20 twindow and Rthresh combinations, out-of-range baselines were 
lowered from 9–28% with p = 0.50 to 0–4% with p = 0.01. This also lowered the number of 
large baseline shifts, e.g., from 46–71% for p = 0.5 to 13–44% for p = 0.01. However, smaller 
p flagged more peaks with >50% elevated observations in the baseline window (percent-
age increased from 0–4% to 3–40%) (Figure S2c) since smaller p decreases CB,t and thus 
decreases Rthresh × CB,t. As a result, more measurements were marked as elevated with un-
changed twindow and Rthresh. The main issue in using small p, however, is potential sensitivity 
to instrument noise, e.g., for p = 0.01, CB is the third lowest 1-s concentration measurement 
in a 300 s window. While potentially a minor issue for low noise and stable instruments, 
to improve robustness we recommended setting p to exclude at least the several very low-
est measurements in the calculation window. 

While the baseline concentration CB is primarily determined by twindow and p, the pres-
ence of peaks in the baseline calculation window can be important. Concentration ratio 
Rthresh is the key parameter determining both peak finding and the start and the end of 
peaks. In turn, peak width can affect the final baseline estimate (determined as the average 
of CB,pre and CB,post calculated in Pass 4). Interactions between Rthresh, twindow, and p are de-
picted in heat maps (Figure S2b–e). Across the 100 parameter combinations, 0 to 28% of 
peaks were out of baseline range, 0 to 40% of peaks had elevated observations in the base-
line window, and 13 to 71% had a baseline shift, possibly due to the low threshold value 
(|CB,pre − CB,post| < 0.02 ppm) used. Generally fewer peaks were flagged with these issues 
as twindow increased since longer windows diminished the effect of peaks and tended to 
stabilize the background estimate. 

As expected, peak finding was very sensitive to Rthresh (threshold concentration ratio) and 
considerably fewer peaks were detected or flagged as this parameter increased (Figure S2a,c). 
Surprisingly, baseline shift increased with Rthresh (Figure S2d), probably since large Rthresh leave 
out more (slightly) elevated measurements in the baseline calculation window. This may not 
have much significance for the larger peaks detected with high values of Rthresh; again, it reflects 
the interaction of these parameters on baseline estimates. 

In summary, this analysis suggests several general trends. First, longer windows twin-

dow can improve the baseline estimates although some peaks may be lost due to data gaps 
in very long windows. In addition, very long windows may not handle situations where 
large baseline shifts occur over small distances, possibly around area sources such as gas 
extraction and processing facilities. We did not encounter such situations; these may be 
atypical in urban settings. Second, values of baseline percentile p below 0.25 had little 
effect on peak finding. Importantly, the use of a low percentile value (e.g., p from 0.05–
0.15) is far preferable to an average or a median, which can be unduly influenced by peaks. 
Third, while a larger threshold ratio Rthresh can filter out false positives, it also removes 
true small peaks and affects pre- and post-peak baseline estimates. Our analysis suggests 
that the best performing parameter set used a middle range for twindow (150–450 s) and 
Rthresh (1.025–1.05) and a low value for p (0.05). The combination of twindow = 450 s, Rthresh = 
1.05, and p = 0.05 had the lowest overall flagged peak percentages (Figure S2e), and it was 
thus selected as “parameter set 1”, our first option. 

Table 2 provides a detailed evaluation of parameter set 1 and a similar set in which 
Rthresh is decreased to 1.025, called “parameter set 2.” Both show comparable performance 
in terms of peaks detected (254 and 246 after Pass 4) and similar CB and ΔCmax statistics, 
however, set 1 performed better in five of seven criteria, e.g., only 5% of peaks were small 
compared to 22% for set 2. Peak traces (Figure S5b,c) showed that the larger Rthresh (1.05 
versus 1.025) improved the detection and the separation of nearby peaks, sometimes could 
separate adjacent large and small peaks (Figure S5a), and more accurately delineated peak 
start and end times and locations. In contrast, the smaller Rthresh tended to merge adjacent 
peaks (Figure S5d). (This analysis is based on Pass 2, prior to peak merging performed in 
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Pass 3). This comparison shows the trade-off between separating individual peaks and 
detecting small peaks. Small peaks may be important if they grow and become large leaks 
in the future; if so, a small Rthresh is preferable—even if this causes some false positives. 
Here we focus on slightly larger peaks and set Rthresh = 1.05, but we recognize that study 
purposes can vary and that parameters should be tuned accordingly. 

Table 2. Selected parameter sets and corresponding algorithm results obtained using data subset 1. 
The rows show results for different parameter sets including the algorithm published by Weller et 
al. [21]; sets 1 to 4 highlight selected results from the sensitivity analyses; set 4 results using data 
subset 2; and fixed baselines of 1.9, 2.0 and 2.2 ppm. The table includes the number of peaks detected 
after each pass of the algorithm, the percentage of peaks flagged with potential issues, and baseline 
and peak maximum statistics. Bolded data represents peak finding results with the final selected 
parameter set. 

Parameter Set 
Weller et 

al. [21] Set 1 Set 2 Set 3 Set 4 
Set 4 
Data 

subset 2 

Fixed_
BL_1.9 

Fixed_
BL_2.0 

Fixed_
BL_2.2 

twindow (s) 150 450 450 300 150 150       
Rthresh 1.1 1.05 1.025 1.05 1.05 1.05 1.1 1.05 1.025 

p 0.50 0.05 0.05 0.05 0.05 0.05       
tthresh (s) 5 5 5 5 5 5 5 5 5 

dthresh (m)   10 10 10 10 10 10 10 10 
ΔCthresh (ppm) 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 

tp,thresh (s) 5 5 5 5 5 5 5 5 5 
Peak #_Pass2 206 319 386 337 350 348 309 304 245 
Peak #_Pass3 197 277 324 296 305 278 257 254 206 
Peak #_Pass4 166 254 246 273 280 254 231 232 184 

Flag: BL (start) out 
of Range (percent-

age) 
16.3% 0.0% 0.0% 0.4% 1.1% 0.0%       

Flag: Elevated Obs 
(percentage) 0.6% 0.8% 16.7% 1.5% 4.3% 5.9%       

Flag: BL Shift (per-
centage) 59.0% 27.6% 19.9% 30.0% 35.4% 30.7%       

Flag: Small Peak 
(percentage) 

0.0% 5.1% 21.5% 4.8% 5.0% 3.9% 0.0% 0.0% 13.0% 

Flag: Dur too Long 
(percentage) 0.0% 0.4% 4.9% 1.5% 0.0% 0.0% 3.0% 2.6% 0.0% 

Flag: Dis too Long 
(percentage) 7.8% 15.7% 34.6% 16.1% 12.9% 13.0% 19.5% 17.7% 11.4% 

Flag: Stopped dur-
ing Peak (percent-

age) 
12.7% 16.9% 29.7% 16.5% 15.0% 22.0% 22.5% 21.6% 15.8% 

CB_Ave (ppm) 2.08 2.01 2.01 2.02 2.03 2.03       
CB_Median (ppm) 2.06 2.01 2.01 2.01 2.02 2.02       

CB_Min (ppm) 1.89 1.89 1.89 1.89 1.89 1.93       
CB_Max (ppm) 2.47 2.19 2.20 2.20 2.22 2.17       
ΔCmax_Ave (ppm) 1.63 1.05 1.04 1.02 1.02 1.26 1.06 0.97 1.36 
ΔCmax_Median 

(ppm) 0.63 0.27 0.24 0.27 0.28 0.26 0.35 0.25 0.43 

ΔCmax_Min (ppm) 0.19 0.06 0.06 0.08 0.08 0.07 0.19 0.10 0.07 
ΔCmax_Max (ppm) 23.34 23.37 23.37 23.37 23.37 31.59 23.64 23.54 23.34 
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Results obtained using two additional parameters sets, representing minor changes 
from parameter set 1, are shown in Table 2: parameter set 3 shortened the baseline win-
dow twindow to 300 s; parameter set 4 further reduced this to 150 s. While earlier we noted 
that twindow had generally only small effects, this applied particularly to small p, which 
tends to exclude elevated measurements in the baseline window. However, 26 additional 
peaks were found with twindow set to 150 s, a modest improvement over set 1 (twindow = 450 
s). Compared with sets 1 and 3, set 4 had a similar or a better performance in six of the 
seven criteria, although a slightly higher percentage (4.3% versus 0.8–1.5%) of peaks were 
flagged due to elevated observations in the baseline window. These elevated measure-
ments can cause the baseline to be overestimated and thus ΔCmax to be underestimated. 
Investigation of the flagged peaks found that with parameter set 4, >50% elevated meas-
urements in the baseline window only sometimes led to baseline overestimation: 5 of 12 
flagged peaks had increased baseline estimation, and the increment was generally <0.03 
ppm. Similarly, Figure S7 shows a slight (~0.05 ppm) overestimation of CB,t at two loca-
tions where large peaks were found. In all, only 5 out of 280 detected peaks had (slightly) 
overestimated baseline levels (all < 0.03 ppm); this small bias and the low rate appears 
acceptable. To include more peaks, we selected set 4 as the final parameter set; a window 
width of 150 s is also consistent with Weller et al. [21]. 

3.2.2. Peak Merge and Final Filtering 
In Pass 3, which merges nearby peaks, the number of merged peaks increased almost 

linearly as the gap time threshold tthresh increased from 2 to 10 s or as the distance threshold 
dthresh increased from 10 to 75 m (Figure S3a). The distance parameter was somewhat more 
influential, e.g., 36 peaks were merged with the smallest distance gap (10 m) compared to 
25 peaks with the largest time gap (10 s). The heatmap for 25 values of these parameters 
(Figure S4a) shows modest interactions. To merge only very nearby peaks and to be con-
sistent with Weller et al. [21], we set tthresh to 5 s and dthresh to 10 m. 

Pass 4 screens out small and short peaks, specifically, peaks with concentration in-
crements below ΔCthresh or peak widths below tp,thresh. Scatter plots and a heatmap display-
ing 8 combinations of these parameters (Figures S3b and S4b) show that no peaks were 
removed for ΔCthresh below 0.03 ppm, which results from using a relatively large Rthresh 
(1.05), while 22 peaks were removed for ΔCthresh = 0.05 ppm. Setting tp,thresh to 5 and 10 s 
removed 4 and 30 peaks, respectively. To include more small and short peaks, we set ΔC-
thresh to 0.03 ppm and tp,thresh to 5 s, which removed only 4 peaks. Parameters in Pass 4 can 
be selected according to the study focus. As examples, to find (only) major leaks, ΔCthresh 
might be set to a high value (e.g., 5 ppm); a maximum duration threshold (e.g., 20 s) can 
be applied instead of tp,thresh to examine only short and localized events. 

Pass 4 also removed peaks if the vehicle was stationary for at least 50% of the meas-
urements during the peak; this removed ~20 additional peaks in data subset 1. We tested 
other criteria, e.g., removing peaks if the vehicle was stationary for at least 30 s during the 
peak, which had similar effects. Using parameter set 4, the 50% and the 30-s criteria re-
moved 17 and 13 peaks in Pass 4, respectively. Among these, 10 peaks were removed by 
both criteria. After investigating the trend plots, we found that the 50% criterion tended 
to filter out short peaks (<60 s) if stopped for under 30 s, while the 30-s criterion tended to 
remove long peaks (>60 s) if stopped for more than 30 s. Overall, these two criteria yielded 
similar performance. We selected the 50% criterion for use in this study. (Possibly a dif-
ferent algorithm or parameter set could be optimized for detecting peaks while stopped.) 
Again, our goal was to exclude peaks that occurred mainly when the vehicle was stopped, 
since the peaks found while stopped might require a different interpretation than peaks 
found while moving, specifically with respect to emission estimation that has been based 
on ΔCmax [21]. 
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3.3. Comparison to Other Algorithms 
Weller et al. [21] and colleagues have published results of methane surveys using an 

open source algorithm, which can be represented by our algorithm by setting Rthresh = 1.1, 
p = 0.50, and twindow = 150 s. To merge adjacent peaks, Weller et al. used tthresh = 5 s. This 
algorithm does not merge peaks by distance (no dthresh was used as in Pass 3), it does not 
have a separate step to reject small or short peaks (Pass 4), nor does it provide an overall 
and a refined baseline estimate (as obtained using the average of CB,pre and CB,post). A com-
parison using data subset 1 is summarized in Table 2. As an example, Figures 4 and S6 
illustrates trend plots of the same peak detected by our method with parameter set 4 and 
with the Weller et al. parameters. The median baseline statistic (p = 0.5) often increases 
baseline concentrations (Median CB was 0.04 ppm larger), which decreased the ability to 
detect small peaks. The larger Rthresh also decreased the ability to find small peaks (Figure 
S2a), and, in cases, peak start and end times were inaccurately defined (Figure 4). These 
two differences yielded many fewer peaks (41% fewer after Pass 4) compared to our pa-
rameter set 4. In addition, a substantial fraction of peaks (16%) had baseline values out of 
range and 59% had baseline shifts, reflecting issues with the median used to estimate base-
line. These differences are illustrated in Figure S6, which trends three groups of peaks. For 
the first group, the Weller et al. parameters failed to detect a small peak (ΔCmax = 0.18 ppm) 
occurring at 120 s earlier in the profile, while two large adjacent peaks were separated 
(gaps of 18 s and 142 m; Figure S6a). The two algorithms give very similar results for a 
large peak (Figure S6b), although set 4 parameters reported a 20-s longer peak duration, 
mainly due to the smaller Rthresh. For the third group, parameter set 4 better characterized 
the entire peak profile due to the more accurate baseline estimate and smaller Rthresh (Fig-
ures 4 and S6c). In merging peaks, we found that the distance between peaks, dthresh, was 
an important and often limiting parameter. This may be especially important in study 
sites such as Detroit where stops and turns were frequent, thus distance gaps between 
adjacent peaks were sometimes small (<10 m) even though the time gap was relatively 
large (>5 s). This was demonstrated as the Weller et al. algorithm merged 9 (4.4%) peaks 
in Pass 3 using only time criterion tthresh, while set 4 parameters merged 45 (12.9%) peaks 
using both time tthresh and distance dthresh criterion. 

  
(A) (B) 

Figure 4. Comparison of the same peak detected by parameter set 4 (A) and the parameters by 
Weller et al. [21] (B). The peak stared at time 0 s and its duration is indicated by the solid purple bar. 
Solid black bars indicate additional peaks before and after, dashed blue bars indicate peak baseline 
levels and calculation window according to the corresponding methods. The entire trend plot in-
cludes 390 s measurements, which usually cover ~2000 m driving distance. 
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The cumulative percentage and scatter plots (Figures 5 and 6) illustrate further dif-
ferences, but they tend to confirm the trends noted above. Our algorithm with parameter 
set 4 more effectively detects small peaks, e.g., 50 and 80% of detected peaks had ΔCmax < 
0.3 ppm and 1 ppm, respectively, while the Weller et al. percentages dropped to 20% and 
65%. Nearly all peaks (145 of the 166) detected by the Weller et al. algorithm were matched 
with our algorithm, and the scatter plots showed a strong correlation for ΔCmax (r2 = 1.00). 
The ΔCmax reported by Weller et al. was slightly smaller (0.04 ppm (Figure 6A)). The cor-
relation for CB was relatively high (r2 = 0.87), but the Weller et al. CB was generally 1.2 
times larger (Figure 6B). Five peaks were “outliers” that fell off the linear trend line; these 
were caused by baseline overestimation with p = 0.5. The correlation for tp was moderate 
(r2 = 0.55) and the fitted line had a slope of 0.47 (Figure 6C), a result of the larger Rthresh (1.1) 
used by Weller et al. that yielded shorter peaks (usually 25–80% of the duration of those 
detected with parameter set 4). 

 
Figure 5. Cumulative percentage plot peak increments contrasting parameter set 4 (280 peaks de-
tected) with parameters representing method of Weller et al. [21] (166 peaks detected). 

 
Figure 6. Scatter plots comparing results of parameter set 4 with Weller et al.’s method [21] for (A) 
peak maximum concentration, (B) peak baseline concentration, and (C) peak duration. 

Overall, we conclude that the new algorithm with set 4 parameters provided repre-
sentative baseline estimates, detected both small and large peaks, and start and end loca-
tions appeared accurate. For large peaks, for which it seems best suited, the Weller et al. 
algorithm gave generally comparable results. 

Table 2 also shows results for the fixed-baseline method. This simple method was 
able to detect ~200 peaks, and the flagged peak percentages and peak statistics appeared 
reasonable. However, a major flaw of this method arises from the variation in daily urban 
background levels (discussed later in Section 3.5), which varied between 1.9 and 2.2 ppm 
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in data subset 1. A low background parameter (e.g., 1.9 ppm) on a “high” background day 
yielded many false positives and sometimes very long peaks (once exceeding 7000 s), even 
with Rth = 1.1. For the opposite situation, i.e., a high background parameter (e.g., 2.2 ppm) 
assumption on a “low” baseline day failed to detect many peaks. Overall, the fixed-base-
line method was not considered to be rigorous or robust. 

3.4. Peak Locations and CH4 Sources 
Table 3 summarizes statistics of the 280 CH4 peaks detected using our algorithm with 

parameter set 4 and data subset 1. For these peaks, the average and the median ΔCmax were 
1.02 and 0.28 ppm, respectively; the largest ΔCmax was 23 ppm. Most peaks were much 
smaller, e.g., 75% of the peaks had ΔCmax < 1 ppm, and only 2% of peaks had ΔCmax > 7 
ppm. This analysis used 1-s data, which helps to detect small and highly localized peaks. 
The use of longer averaging periods (e.g., 2 s or 5 s) can reduce random noise, however, 
narrow peaks can flatten significantly, and some small peaks may be lost. Moreover, an 
averaging period of even a few seconds while driving at typical urban speeds (e.g., 11.2 
m/s or 25 mph) represents a relatively large distance that does not permit accurate locali-
zation, thus slow speeds may be preferred in some applications. 

Table 3. Statistics of the 280 peaks detected using parameter set 4 setups for data subset 1. Bolded 
data represents the median. 

  CB (ppm) ΔCmax (ppm) ΔCave (ppm) ΔCmed (ppm) 
Valid Sample Size 280 280 280 280 

Average 2.03 1.02 0.37 0.26 
Standard Deviation 0.08 2.38 0.53 0.23 

Percentile 0.000 1.89 0.08 0.08 0.08 
 0.250 1.96 0.13 0.11 0.11 
 0.500 2.02 0.28 0.19 0.18 
 0.750 2.08 0.80 0.38 0.31 
 0.900 2.16 2.33 0.77 0.51 
 0.980 2.19 7.85 2.08 0.95 
 0.990 2.21 12.97 2.55 1.13 
 0.999 2.22 21.53 4.53 1.73 
 1.000 2.22 23.37 4.92 1.75 

Several small peaks (ΔCmax < 0.5 ppm) occurred in residential areas, possibly due to 
natural gas releases from service lines, meters, and households (Figure 7A). Larger peaks 
(ΔCmax > 1 ppm) were repeatedly detected at nine “hot spots” (numbered in Figure 7), 
which suggest relatively large, persistent, and localized releases associated with pipeline 
leaks and construction-related and industrial sources. Locations 3 and 4 are near a very 
large construction site (for the Gordie Howe International Bridge or GHIB); location 3 in-
cluded a series of peaks along interstate highway I-75, where many construction activities 
were ongoing. We note that construction and traffic generally are not considered anthro-
pogenic CH4 sources [29,30], although emissions may occur from leaks from on- and off-
road equipment powered by natural gas, releases from excavated soils, and pipelines that 
are disturbed, repaired, or replaced during construction activities. The largest hotspots, 
locations 6 and 8, may indicate major natural gas pipeline leaks. Location 7 is adjacent to 
a very large wastewater treatment facility and may be associated with biological treatment 
or other operations. Location 9 is near the Marathon oil refinery as well as other industrial 
facilities (e.g., steel mills, vehicle assembly) and intermodal and logistics hubs. Oil refinery 
emissions of CH4 have been estimated to average 580 ± 220 kg/h [31], and refineries are 
considered a major source of CH4 emissions in the south-central United States [32]. A po-
tentially important source at refineries is flaring, which occurs continuously at such 
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facilities; these elevated sources might raise background levels and possibly form a local-
ized peak. 
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Figure 7. Maps showing ΔCmax for (A) data subset 1 (280 peaks detected) and (B) data subset 2 (254 
peaks detected). Maps use parameter set 4; numbers indicate “hotspot” area. Maps represent an 8 × 
12 km area. 

3.5. Background Variation and Number of Peaks 
Baseline estimates CB for the 280 peaks varied from 1.89 to 2.22 ppm, a range that can 

result from spatial and temporal variation. Maps of CB,t for individual days showed little 
indication of spatial variation, e.g., on 12/Nov/2021 (Figure S7), CB,t was near 2.00 ppm ex-
cept for small elevations (~0.05 ppm) near locations 3 and 8, increments that appear associ-
ated with emissions that were repeated detected at these “hot spots”. In contrast, day-by-
day analyses showed variation, e.g., in pooling data subsets 1 and 2, three days 
(26/May/2021, 7/Jun/2021, 7/Jul/2021) had low CB,t levels (1.92–1.96 ppm, based on the me-
dian for the day); six days had high median CB,t (>2.07 ppm); and CB,t on other days ranged 
between 1.98 and 2.05 ppm (Figure S8). This variation likely reflects meteorological condi-
tions and time-of-day factors that affect dispersion from local sources, e.g., stable versus 
convective mixing and ceiling height; in cases, it may reflect transport of CH4 plumes from 
distant sources, e.g., oil and gas extraction and processing or possibly large agricultural op-
erations. A preliminary analysis of CB,t acquired by MPAL some 75 km west in a newer, 
suburban community (NE Ann Arbor) on the same days showed a similar variation (Figure 
S8). Two days (20/Sep/2021 6:35–6:50 and 10/Nov/2021 14:13–14:28) had exceptionally high 
median CB,t levels (2.25–2.52 ppm) in Ann Arbor, which could be due to local emission 
events or transport of CH4 plumes. Comparison of data collected on the same day in Detroit 
indicated that these baseline levels do not reflect instrument drift. 

The number of peaks detected, expressed as the number of peaks per km, was not 
associated with the daily median CB,t or season. After pooling the two datasets, we found 
an average of 32 peaks/day detected in summer compared to 23 peaks/day in fall, how-
ever, the number of peaks per km (average of 0.5; range from 0.2–0.9) did not show a 
seasonal pattern (Figure S8). These metrics are site dependent, and they can depend on 
driving routes, meteorological conditions, and source changes. 

3.6. Reliability and Repeatability 
This section compares results for the two data subsets. Like dataset 1, data subset 2 

also collected over 10 days. It included a total of 112,498 1-s CH4 measurements collected 
over a distance of 535 km (mapped in Figure 2b); these totals are comparable to those for 
data subset 1. 

Overall, data subset 2 yielded results that were very similar to those discussed earlier 
(Tables 2 and S1). This includes the number of peaks identified (348 and 254 peaks after 
Passes 2 and 4, respectively), the range of the daily baseline (1.93–2.17 ppm), and statistics 
for ΔCave, ΔCmax, and ΔCmed. For the highest 2% of peaks, ΔCmax difference between data 
subset 1 and 2 ranged from 2.9 to 8.2 ppm, and most larger peaks (ΔCmax > 1 ppm) were 
detected at the locations seen earlier (Figure 7A,B), including locations 2 and 5–9. While 
ΔCmax at some of these locations varied from levels seen earlier, this can result from factors 
noted above, e.g., leak repair. Many smaller peaks (ΔCmax < 0.5 ppm) were repeatedly de-
tected at or near locations found for dataset 1. The most notable differences occurred near 
locations 1, 3, and 4: the large peaks previously detected at location 1 were not present in 
the second dataset (but two one-time and large peaks appeared just to the south); and the 
cluster of peaks around locations 3 and 4 (near the bridge construction) were reduced to 
two large peaks at location 3 and none at location 4, although a series of small peaks were 
found elsewhere around the construction site. These differences may reflect changes in 
construction activity, leak repairs, and the other factors discussed earlier. Overall, the two 
datasets yielded very comparable results, suggesting that the CH4 survey and the algo-
rithm led to reproducible and reliable results. 

Regional and local background levels of CH4 showed some daily variation over the 
20 days in the pooled data subsets. As presented in the previous section and in the SI 
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(Figure S8), daily median background CH4 levels in southwest Detroit area ranged from 
1.92 to 2.15 ppm, and the 20-day average was 2.03 ± 0.06 ppm. The daily variation likely 
reflects meteorological conditions, location, and time-of-day factors. As another example, 
the background concentration at one localized area (between 42.3027 and 42.3035° latitude 
and −83.1077° and −83.1070° longitude) visited on 15 days had similar statistics, averaging 
2.02 ± 0.06 ppm (range from 1.93–2.14 ppm). The agreement between local and regional 
background estimates also suggests that both the measurement method and the back-
ground estimation algorithm are reliable. 

3.7. Algorithm Application Recommendations 
We recognize that some of our results apply to the specific conditions in the field 

study, however, the study area is very diverse and encompasses a wide range of condi-
tions that are applicable to many urban and industrial areas. In addition, the algorithm 
was developed based on MPAL measurements, while other mobile monitoring systems 
may have different inlet designs and heights, drive at different vehicle speeds, and differ 
in instrument response time, sensitivity, and resolution. Generally, low vehicle speed, low 
sampling height, high data logging frequency (1 Hz), and sensitive and less noisy instru-
ments will improve CH4 peak detection with mobile monitoring. 

It is recommended that sensitivity analyses, such as the one presented, be conducted 
before applying the algorithm to a new measurement platform. The selected twindow and p 
should yield reasonable background concentration estimation (~2 ppm during the day, 
possibly higher during the night or in the early morning). Rthresh should be adjusted to 
accurately detect peak start and end times/locations. The selection of tthresh and dthresh de-
pends mainly on the driving pattern (e.g., larger tthresh and dthresh with lower average 
speed), and the selection of ΔCthresh and tp,thresh should match study objectives. 

The current algorithm might be improved with two additional analyses examining 
the impact of sampling height and linking peak detection to leak estimation. In addition 
to the instrument (Picarro G2204) measuring at ~10 cm height, MPAL had a second instru-
ment (Picarro 2401) measuring at 2.5 m height during the MOOSE campaign. Comparison 
of the same peak detected by two instruments will illustrate the sampling height impacts. 
A controlled tracer release experiment similar to that conducted by von Fischer et al. [20] 
can reveal the relationship between detected peaks and the rate and the location of the 
potential CH4 leakage. 

4. Conclusions 
This study has developed, refined, and tested an algorithm for detecting the back-

ground levels and peaks of CH4 that can help to identify and to quantify pipeline leaks. 
Using measurements collected by our mobile laboratory in urban and industrial areas of 
Detroit, we detected hundreds of peaks that likely represent pipeline leaks and possibly 
other CH4 sources. Enhancements to the algorithm improved the ability to detect and to 
resolve peaks, and sensitivity analyses showed how parameter selection affected algo-
rithm results. Using a low percentile concentration (e.g., 5th) rather than the median in 
the baseline calculation window reduced uncertainties and potential biases caused by el-
evated measurements in the calculation window; this also improved the algorithm’s abil-
ity to demarcate the location of peaks. In a second pass of the data, the calculation window 
was adjusted to exclude peaks, which helped to stabilize the baseline estimate. A critical 
parameter for defining elevated levels and peaks is the threshold ratio, Rthresh, which 
should be assigned in accordance with the research focus. Larger values (Rthresh = 1.1) are 
suitable to characterizing larger peaks, but they can also cause false negatives. Collectively, 
these many overlooked small peaks can be important, and they may represent small leaks 
that grow in the future. We favored a smaller value (Rthresh = 1.05) that detected more peaks 
and generally improved peak demarcation. In cases, this incorrectly merged adjacent 
peaks, however, this was rare and easily visualized and corrected. The algorithm also in-
cluded explicit criteria used to merge adjacent peaks that featured both time and distance 
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gap thresholds. In our application, the distance gap threshold was more influential, a re-
sult of frequent stops and turns made by our mobile laboratory while surveying in urban 
areas. The algorithm also includes a concentration-weighted approach to determine peak 
centroids corrected for vehicle stops and filters to remove small peaks and potentially 
spurious peaks. 

The final algorithm, which used parameters selected after extensive sensitivity anal-
yses, detected nearly 300 peaks in each 10-day data subset, representing an average of 0.5 
peaks/km. The two data subsets yielded very similar results, which helps to confirm the 
repeatability and the reliability of the approach. We identified a number of larger peaks 
(ΔCmax > 1 ppm), which included repeated detections at nine “hot spots,” most of which 
appear to be pipeline leaks; others may be associated with construction and industry. 
Over 90% of CH4 measurements fell between 1.9 and 2.2 ppm, a range that appears to 
represent typical urban background levels of CH4 during the day between 9:00 and 18:30. 

Future research directions might include understanding the effects of sampling (in-
let) height, performance using instruments with slower response times (thus decreasing 
system cost), effects of meteorological conditions and time-of-day on peak detection and 
background concentrations, emission quantification using concentration and other data, 
and the use of similar algorithms to detect sources of other gases and particulate air pol-
lutants. Lastly, we highlight the need for collaboration with the gas distribution utility, 
local industry, and regulators to both verify and to control CH4 emissions. 

Supplementary Materials: The following supporting information can be downloaded at: 
www.mdpi.com/article/10.3390/atmos13071043/s1, Table S1. Statistics of the 254 peaks detected by 
our algorithm with parameter set 4 setups on the second 10-day subset; Figure S1. Graphical exam-
ples of flagged peaks. (A) Baseline (start) out of range (1.8–2.2 ppm); (B) consistently elevated ob-
servations in the baseline window (>50% of data in the baseline window as indicated by the blue 
dashed line); (C) large baseline shifts (|CB,pre–CB,post| > 0.02 ppm); (D) small peak (ΔCmax < 0.1 ppm); 
(E) peak duration too long (tp > 240 s); (F) wide peaks (W > 500 m); (G) peaks with stopped periods 
(Vi < 0.05 m/s exceeding 1 s during the peak, as indicated by 500 deg driving direction); Figure S2. 
Heatmaps for the baseline sensitivity analyses; Figure S3. Number of (A) merged peaks in Pass 3 
and (B) filtered out peaks in Pass 4 with different parameter setups; Figure S4. Heatmaps of the (A) 
total merged peaks in Pass 3 with 25 tthresh and dthresh combinations and (B) total filtered out peaks in 
Pass 4 with 8 tp,thresh and ΔCthresh combinations; Figure S5. Comparison of selected peaks plots with 
Rthresh = 1.025 (left) and Rthresh = 1.05 (right). Fixed twindow = 450 s and p = 0.05 were applied. Solid bars 
under the trend plot indicate each peak detected, and dashed bars indicate pre- and post- peak 
baseline levels. The moving direction was set to 500 degrees if MPAL stopped; Figure S6. Compar-
ison of selected peaks plots between parameter set 4 (left) and the parameters by Weller et al. [21] 
(right). Solid bars under the trend plot indicate each peak, dashed bars indicate peak baseline levels 
estimated using the corresponding method. The moving direction was set to 500 degrees if MPAL 
stopped; Figure S7. Map of CB,t for all measurements on 11/12/2021. The size of the dot indicates the 
number of measurements at the same location. No obvious spatial variations are found. Background 
CH4 concentration was around 2 ppm and was only elevated by ~0.05 ppm at two spots; Figure S8. 
Median CB,t columns of all measurements on each of the analyzed 20 days, which showed temporal 
background variations. The number of peaks per kilometer traveled on each day (line) was rela-
tively unaffected by the median baseline concentration. 
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Nomenclature 
 Unit Description 
CB ppm Peak baseline concentration 
CB,t ppm Estimated baseline concentration for measurement at time t 
CB,pre ppm Pre-peak baseline concentration 
CB,post ppm Post-peak baseline concentration 
Ct ppm Measured concentration at time t 
ΔCave ppm Average peak increments above baseline 
ΔCmin ppm Minimum peak increments above baseline 
ΔCmed ppm Median peak increments above baseline 
ΔCmax ppm Maximum peak increments above baseline 
ΔCthresh ppm Threshold for peak increment, used in pass 4 to filter out small peaks 

dthresh m 
Distance gap threshold between two adjacent peaks, used in pass 3 to merge 
close peaks 

lt deg Location (latitude and longitude) of the measurement at time t 
Lp deg Weighted peak centroid location, as a latitude and longitude vector 
Np  Number of measurements in the peak event 
Ns  Number of measurements when the vehicle is stopped 
p  Percentile for baseline estimation, used in pass 1 
Rthresh  Threshold ratio for elevation determination, used in pass 2 
t  Measurement timestamp 

tthresh s 
Time gap threshold between two adjacent peaks, used in pass 3 to merge close 
peaks 

tp s Peak event duration 
tp,thresh s Threshold for peak duration, used in pass 4 to filter out short peaks 
twindow s Time window for baseline estimation, used in pass 1 
Vave m/s Average MPAL speed during the peak event 
Vave* m/s Mean speed when the vehicle is moving during the peak event 

Vt m/s 
Distance traveled during the measurement at time t (m), equals to the vehicle 
speed (m/s) when 1-s measurements are used 

Vt* m/s 
Adjusted vehicle speed, as Vave*/Ns, for centroid calculations when the vehicle is 
stopped 

W m Peak width 
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