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Abstract

:

The city of Bandung, as the capital city of West Java, is one of several areas in Indonesia with high rainfall. This situation can cause disasters, such as floods and landslides, that can harm many parties. Rainfall in Indonesia, particularly on the island of Java itself, is closely related to the global phenomenon of Niño 3.4. In the period from January 2001–November 2021, the rainfall and Niño 3.4 showed some extreme values. In order to foresee the disasters, an accurate rainfall forecast should be performed. For this reason, we try to construct a model of rainfall forecast and its relation to the global phenomenon of Niño 3.4 using the nonlinear autoregressive exogenous neural network (NARX NN). The result shows that NARX NN (13-7-1) with a Mean Absolute Percentage Error (MAPE) value of 6.26% and R2 of 85.37% is best suited for the prediction of this phenomenon. In addition, this study provides forecast results for the next six periods, which can be used as a reference for the relevant authorities to foresee the possibility of flooding in Bandung city. From the forecast results, it can be concluded that the highest rainfall forecasts in the city of Bandung are in February 2022, and will slowly decrease in March 2022. To prevent hydro-meteorological disasters, such as floods in Bandung city, the community can clear waterways, such as clogged drains, rivers, and dams, as well as prepare tools for evacuation.
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1. Introduction


The earth is a habitat and a place to live for various creatures in the world, including humans. However, due to global warming, the earth is becoming hotter by the day. Global warming is one of the most important environmental issues facing the world today. Global warming is a form of ecosystem imbalance on earth due to the process of increasing the average temperature of the earth’s atmosphere, sea, and land [1]. The effects of global warming cause climate change. Climate change is characterized by the frequent occurrence of extremely high temperatures [2]. This leads to natural disasters [3], such as floods, which have severe socio-economic impacts [4]. Therefore, the early detection of climate change is necessary for the prevention of disasters that harm people.



Indonesia is a maritime country located at the equator and flanked by two large oceans, namely the Pacific and the Indian Ocean and two large continents, namely the Asian and the Australian continent [5]. This geographical location causes the weather and climate in Indonesia to be very dynamic and complex [6]. Abnormal weather and climate conditions often occur in Indonesia, which is caused by various global climate phenomena, such as the Asia–Australia monsoon, Indian Ocean Dipole (IOD), El Niño, east–west circulation (Walker circulation), and north–south circulation (Hadley circulation), as well as some circulations due to local influences [7]. The authors of [8,9] conducted a research study that links the role of global phenomena, namely ENSO, IOD, and monsoon variability, to precipitation, temperature, and humidity in Myanmar, a monsoon region. Indonesia itself is an area affected by the monsoon.



El Niño–Southern Oscillation (ENSO) is an east–west circulation that occurs in the equatorial Pacific Ocean [10]. The interaction of the atmosphere and oceans causes an increase and decrease in sea surface temperature that exceed the 30-year long-term average temperature, and thus deviations occur. If the deviation is positive, then the sea surface temperature will rise or commonly called El Niño, whereas if the deviation is negative, then the sea surface temperature will decrease or commonly called La Niña [11].



The occurrence of El Niño and La Niña is affected by shifts in the Walker circulation. The Walker circulation is an atmospheric circulation, in which convection centers or warm “pools” in the western and eastern Pacific are displaced [12]. In the El Niño incident, the Walker circulation center (convection center) was shifted from the warm “pool” area in the north of the island of Papua to the more eastern region in the central Pacific. As a result, wind movements occur in Indonesia and the surrounding area, which are characterized by a very drastic reduction in precipitation. At La Niña events, the Walker circulation increases with a larger convection center in the western Pacific and stronger wind exchange. As a result, Indonesia and the surrounding area saw an increase in rainfall [13].



ENSO values refer to the Southern Oscillation index (SOI), Niño 2, Niño 3, Niño 4, Niño 3.4, and Ocean Niño index (ONI) [14]. In a study conducted by Kartika Nur Anisa, the Niño 3.4 index was stated as the best ENSO indicator in identifying the rainfall relationship in Indonesia [15]. Therefore, in this study, the Niño 3.4 input series is used to predict rainfall.



The city of Bandung, as the capital of West Java, has a strategic position and role with a large amount of potential for development in economic, agricultural, and tourism aspects [16]. The development of this potential is influenced by the location of the city of Bandung. Geographically, the city of Bandung city is located at coordinates 1070 36′ east longitude and 60 55′ south latitude [17]. Meanwhile, topographically, the city of Bandung is located at an average altitude of 791 m above sea level (asl), the highest point in the north with an altitude of 1050 m and the lowest in the south with an altitude of 675 m above sea level [17]. The map of the city of Bandung is shown in Figure 1.



In particular, the northern part of the city of Bandung is a hilly area. Therefore, by reviewing the topographical and geographical aspects, we can easily conclude that the area of Bandung city is the upstream part of the drainage system, which will contribute runoff water to the downstream part of Bandung city. In Figure 1, it can be seen that the city of Bandung is an area with a humid mountainous climate and high rainfall. Rain with high intensity can cause disasters, such as floods and landslides, that can harm many parties [18].



In December 2007, the heavy rainfall caused flash floods in the district of Cidadap, Bandung [19]. Then, in November 2016, there were floods at 16 points in the city of Bandung, including Pagarsih, Pasirkaliki, Wastukancana, Lodaya, Pasirkoja, A. Yani, Sukagalih, Sudirman, Waringin (Andir market), Laswi, Burangrang, Eastern Railway Station, Kebon Jati, Caringin, Otista, and Jalan dr. Djundjunan. Moreover, the flood overwhelmed several public institutions, such as the Bandung railway station, the Bandung Cicendo Eye hospital, and shops on Jalan Lembong Merdeka [20]. In early and late 2018, Bandung city also suffered flooding. Due to heavy rains, several points overwhelmed Bandung city [21]. In February 2020, according to a report by the Bandung city regional disaster management agency (BPBD), floods in six subdistricts were caused by high precipitation factors in the Bandung city region [22].



Figure 2 shows a graph of the Niño 3.4 index data with rainfall in the period from January 2001–November 2021, with monthly precipitation data for Bandung city [23,24]. Visually, the Niño 3.4 data chart shows random data patterns with very strong fluctuating data movements. Moreover, the data have extreme values or values that are very different from other values. Meanwhile, the monthly precipitation data for Bandung city in the period from January 2001–November 2021 show the highest precipitation value in December 2007, November 2016, and November 2021, where precipitation exceeds 800 mm/month and the lowest precipitation is 13.82 mm/month in September 2019. From the rainfall data, it can be seen that the city of Bandung is an area with an average rainfall of 261.2495 mm/month. With this condition, it can be concluded that the city of Bandung has a significantly high amount of rainfall. Therefore, information regarding weather forecasts, especially rainfall, is required.



Information regarding probable future rainfall can help in running the regional potential activities more efficiently, such as agriculture, plantations, aviation, tourism, public services, and natural disasters. Various managements use this information as a basis for planning, monitoring, and decision-making.



Current precipitation information can be obtained through the media. However, there are many methods that can be used for prediction or forecasting. In general, data prediction methods, such as precipitation forecast are based on time series data, and future forecasts are based on past data. This method creates a time series model from a series of observations or observations of events, events or variables that are measured in time series, for example, hours, daily, monthly, yearly, etc. In conjunction with the theory described, the Niño 3.4 series is a series that affects the prediction of precipitation. Therefore, it is necessary to conduct forecasts to predict the monthly precipitation, taking into account the influence of Niño 3.4 in the next periods of time. The analysis is carried out with a time series analysis method that can record extreme values. Therefore, the forecast results can be used as a reference for Regional Disaster Management Agency (BPBD) and the city administration of Bandung to initiate the assessment and anticipation steps in areas at risk of flooding. As a result, the time series analysis used in this study is NARX NN.



In Figure 2, the rainfall data in Bandung city shows a very strong fluctuating pattern, and there is a random pattern or changes every month. Therefore, we need a method that can capture random patterns from rainfall data, and then maps the effect of exogenous variables on the response variable. Based on the research on sea wave energy prediction [25], the artificial neural network method was found to be one of the right solutions for modeling with nonlinear relationships. In addition, the artificial neural network method has higher resistance (robust) against noise. The ANN method can learn and adapt data patterns through repeated learning. Therefore, it can be used for forecasting without the need for paying attention to the patterns from the original data [26].



Several previous studies have conducted rainfall forecasting using several other forecasting methods. The authors of [27] carried out rainfall forecasting using the hybrid wavelet artificial neural network (WANN) to predict rainfall in Queensland, Australia over a period of 1, 3, 6, and 12 months in advance. The RMSE values obtained are 90, 52, 32, and 15%, respectively. Furthermore, the authors of [28] conducted research that concentrates on the ability of the ANN model in predicting several weather phenomena, such as rainfall, temperature, flooding, and tidal levels, etc. Finally, it has been concluded that the major architectures, namely BPN, RBFN, and MLP are best suited for the prediction of this weather phenomenon. In a comparative study between various ANN techniques, BPN and RBFN were found to be the right solution for long-term weather forecasting. The authors of [29] conducted research using the adaptive network based fuzzy inference system optimized with particle swarm optimization (PSOANFIS), artificial neural networks (ANN), and support vector machines (SVM) for the prediction of daily rainfall in Hoa Binh province, Vietnam. By adding the variables of maximum temperature, the minimum temperature, wind speed, relative humidity, and solar radiation are used as input variables. The results of the study show that all of the artificial intelligent (AI) models provide reasonable daily rainfall predictions. However, SVM was found to be the best method for the prediction of rainfall. Moreover, the authors of [30] carried out rainfall forecasting using eight statistical methods and machine learning. In this study, the results indicate that neural networks are found to perform best for the prediction of rainfall occurrence. Herein, the research has been conducted to explore the relationship between the atmospheric phenomena, including the Sunspot (SS), East Asian summer monsoon index (EASMI), ACI, South Asian summer monsoon index (SASMI), and the rainfall that occurs in Bangladesh [31].



The nonlinear autoregressive exogenous neural network (NARX NN) is a development method of ANN, in which there are additional exogenous variables to achieve better results. The nonlinear autoregressive neural network (NARX) method has been used in various studies, such as the research in [32], which predicts energy consumption in public buildings using nonlinear autoregressive (NAR) and nonlinear autoregressive neural network (NARX) methods. The NARX method uses historical temperature data as an exogenous variable. In this study, the data were split 70% for training data and 30% for test data. The MSE value obtained from the NAR method is 1.67, while the NARX method is 0.66. The NARX method uses the exogenous variable information to achieve better results.



The authors of [33] conducted research to compare the NARX method to other methods. This study compared the NARX method with ARIMAX in predicting wheat yield on Kanpur land in Uttar Pradesh by considering the weather variable, namely the maximum temperature at the critical root initiation (CRI) stage, as an exogenous variable. The research results showed that the NARX method outperformed the ARIMAX model in modeling and forecasting. The MAPE value obtained from the ARIMAX model is 2.93 and the value from the NARX model is 1.94. Research using NARX NN has also been carried out for the forecasting of the groundwater level for several wells in southwest Germany, involving exogenous variables, which are precipitation and temperature variables [34].




2. Materials and Methods


In this study, the data used are secondary data in the form of monthly historical data, which are derived from open data and extracted from the UCSB CHRIPS website (www.iridl.ldeo.columbia.edu, accessed on 13 January 2022) [23] and the APCC website (www.apcc21.org, accessed on 13 January 2022) [24]. In particular, precipitation data are the main variables and Niño 3.4 data are the exogenous variables. The time interval used for the precipitation data and Niño 3.4 starts in the period from January 2001–November 2021. There was no update from the UCSB CHRIPS website for the December 2021 data. The nonlinear autoregressive exogenous neural network (NARX NN) analysis was performed using the R software for the prediction of precipitation data.



The nonlinear autoregressive exogenous (NARX) is a nonlinear time series model with exogenous variable inputs. Exogenous variables are external variables that have an impact on the observed variables. Algebraically, the NARX model can be written as follows:


   y t  = f    y  t − 1   +  y  t − 2   + … +  x t  +  x  t − 1   +  x  t − 2   + …   +  ε t  ,  



(1)




where  y  is the main variable to be observed and  x  is the exogenous variable that explains  y  [35].



The artificial neural network (ANN), also referred to as neural network (NN), is an information processing system that works in the same way with biological neural networks [36]. According to the study in [26], the main benefit of NN is a flexible nonlinear modeling function. Modeling with NN does not require any specific initial model specifications. Instead, the model is built based on the properties of the data. One of the developments of the neural network prediction method is the NARX NN method. The NARX NN method is a nonlinear autoregressive method that uses the neural network (NN) function to predict time series data using additional exogenous variables (in addition to the main observed variables) to produce more accurate estimates [37,38]. Based on the network architecture, NARX NN is divided into two parts, namely the serial–parallel model, which is the feed-forward neural network (FFNN), and the parallel model, which is the recurrent neural network (RNN). In the series–parallel model, the future value of the time series    y t    is derived from the current and/or past values of    x t    and the actual past values of the time series    y t    [39].



The analysis stages were carried out on the basis of eight criteria:



	1.

	
Splitting data according to the rolling origin cross-validation (ROCV) series







Initially, prior to performing the procedures to form a network architecture, we need to split the data into two parts, namely data training and data testing. The purpose of data splitting is to collect the ideal amount of data for the training and exam process. Therefore, the obtained results are optimal. Testing data are usually around 20% of the amount of data in total, although their value can be changed depending on the length of the overall data and the forecast that will be conducted. The ideal amount of test data is at least as much as the length of the prediction to be performed [40]. The data released are carried out according to the ROCV series.



	2.

	
Structure of the network architecture







An architecture network is an arrangement of units in the coating and the pattern of the relationship between the layers. This research uses the NARX NN series–parallel model with feed-forward architecture. The multi-layer perceptron (MLP) is used in the NARX NN architecture since MLP has a structure, which can learn non-linear mapping. The steps required in forming a network architecture are the determination of the number of input units, the number of hidden layers, the number of hidden units, and the number of output units, which are used in the network. The unit input of the network NARX NN series–parallel model is the value of time (t), the observed variable (Y), and the exogenous variable (X).



	3.

	
Selection of the activation function







The activation function is used in order to convert the input signal into an output signal of each unit in the hidden layer and the output layer. There are no specific rules in the selection of the activation function to be used. However, a non-linear activation function is required for multi-layer networks. Moreover, the activation function can be determined based on the algorithm in which the training was used. The activation function, which is used for the algorithm backpropagation, must be continuous, differentiable, and is a function which is not reduced in monotone. In this study, we will use tanh for the hidden activation function and linear activation function of the output layer.


   f  x  =    e x  −  e  − x      e x  +  e  − x        or   f  x  =   1 + f  x      1 − f  x      



(2)







	4.

	
Normalization of data







Prior to performing the training process, especially in the run-up to any normalization of data, the input data must be in the interval of the used activation function. The data can be normalized using the min–max scaling technique with the following formula:


   y i ’  = a +      y i  −  y  m i n       b − a      y  m a x   −  y  m i n      



(3)




where    y i ’    is the value of the data after normalization,    y i    is the original value of the data,    y  m i n     is the minimum value of the entire original data,    y  m a x     is the maximum value of the entire original data, a is the minimum range value, and b is the maximum range value.



	5.

	
Implementation of training and testing processes







The purpose of the training and testing process is to find the optimal specification model, which produces minimal errors. The training process is carried out using an algorithm and the most commonly used algorithm is backpropagation. The backpropagation algorithm has several development versions, one of which is resilient backpropagation (Rprop). Rprop is an algorithm with adaptive learning and convergence, which is faster than backpropagation. The Rprop algorithm is divided into two parts, namely Rprop without weight backtracking (Rprop−) and Rprop with weight backtracking (Rprop+). The difference is the so-called pullbacks, which indicate that if the sign derivative partial changes in the Rprop+ algorithm, then the amount of weight is directly reduced by the amount of change in the weight of the previous iteration. In this study, the training process was performed using an elastic backpropagation algorithm with weight backtracking (Rprop+).



	6.

	
Evaluation of the forecast model from the MAPE value







The process of training and testing is carried out for more network architectures with different hidden units. The model evaluation was conducted to find model specifications with certain hidden units, which produce minimal error. The size of the model error is calculated using MAPE from the prediction error value of each roll. MAPE can be calculated using the following formula:


  M A P E =  1 n    ∑   t = 1  n       y t  −   y ^  t     y t      × 100 %  



(4)




where the calculated value of R2 shows how effective the models are in forecasting. The R2 equation is as follows:


   R 2  =   ∑       y ^  t  −  y ¯     2    ∑      y t  −  y ¯     2     



(5)







	7.

	
Prediction of exogenous variables







The prediction of the exogenous variables can be carried out using a forecasting method that fits with the characteristics of the variables. In this study, the prediction was performed using FFNN.



	8.

	
Prediction of main variables







The NARX NN models, with the smallest error size corresponding to results of the evaluation, are used to predict the observed variables. Forecasting is accomplished with all of the current and combined data on a natural logarithmic scale. Since the results from the NARX NN model will have a value within the normalization interval on a natural logarithmic scale, it is necessary to de-normalize the results to obtain the original forecast value.




3. Results


3.1. NARX NN Model Formation


The NARX NN model was constructed using rainfall data as the observed variable and Niño 3.4 index data as the exogenous variable. Prior to the formation of the NARX NN model, the rainfall data were divided into training and testing data, while all of the Niño 3.4 index data were used as input for training the NARX NN model. Figure 2 shows the splitting of the training data (blue) and the testing data (green). Then, the NARX NN architecture is created. The number of hidden layers used is one layer. The number of hidden units used is determined by trial and error, where the number of hidden units creates the smallest error size. The number of output units used is one unit since the desired output is only one, which is the result of the rainfall forecast. The NARX NN rainfall model network architecture is shown in Table 1.



Following the formation of the network architecture, the next stage is the process of training and testing the model evaluation. The rainfall data and Niño 3.4 index data used in the training process were first normalized using the min−max scaling technique with the values of a = −0.8 and b = 0.8. The training process includes the determination activation functions and training algorithms. For the testing process, the network from the training process is used to forecast a period in advance. The training and testing processes were carried out for seven rainfall model network architectures with different hidden units. The training and testing processes of each network architecture are repeated with each rolling, as shown in Figure 3 (ROCV method). Then, the model is evaluated by calculating the MAPE value for each network architecture with certain hidden units. The results of trial and error of the seven network architectures with different numbers of hidden units can be seen in Table 2.



In Table 2, it can be seen that the network architecture that generates the minimum error size is the architecture with thirteen input units, one hidden layer, seven hidden units, and one output unit or it can be seen as the NARX NN model (13-7-1) with a MAPE value of 6.26% and R2 of 85.37%. A visualization of the comparison result of the training process prediction with the test data according to the ROCV method can be seen in Figure 4. The NARX NN (13-7-1) model is applied to all of the data and is used to predict rainfall data. The rainfall is known to be influenced by the Niño 3.4 index. Therefore, to achieve the rainfall forecast result, it is first necessary to forecast the Niño 3.4 index.



The network architecture visualization of the NARX NN model (13-7-1) is shown in Figure 5.




3.2. Forecasting Exogenous Variables (Niño 3.4)


The Niño 3.4 forecasting is conducted with the feed-forward neural network (FFNN). The steps performed are similar to the steps in Section 3.1. The model architecture for the FFNN model for the Niño 3.4 prediction is shown in Table 3.



Following the formation of the network architecture, the next stage is the process of training and testing and model evaluation. The Niño 3.4 data used in the training process were first normalized using the min−max scaling technique with the values of a = −0.8 and b = 0.8. Using the same training and testing phases as in Section 3.1, we performed seven network architectures with different numbers of hidden units of trial and error. The results for the MAPE value of Niño 3.4 data are shown in Table 4.



In Table 4, it can be seen that the network architecture that produces the minimum error size is the architecture with twelve input units, one hidden layer, five hidden units, and one output unit or it can be seen as the FFNN model (12-5-1) for the Niño 3.4 with a MAPE of 4.44% and R2 of 95.27%. A visualization of the comparison result of the training process prediction with the testing data according to the ROCV method can be seen in Figure 6. The following plot is a comparison between the actual data and the predicted data of the FFNN (12-5-1) model for all of the Niño 3.4 data. Figure 6 shows a visualization of the actual and forecast Niño 3.4 data. Figure 7 shows the actual and predicted value of all the Niño 3.4 data.



The network architecture visualization of the FFNN model (12-5-1) is shown in Figure 8.



The FFNN (12-5-1) model from all of the data is used to forecast Niño 3.4. The forecast period for Niño 3.4 is at least as long as the forecast period for the rainfall. In this study, forecasts are conducted for the next six periods and the results of the Niño 3.4 forecast are shown in Table 5. Here, the Niño 3.4 forecast results are combined with the actual Niño 3.4 data to produce 261 combined periods of Niño 3.4 data, comprising 251 periods of actual data, in addition to six periods of the Niño 3.4 forecast results. The combined Niño 3.4 data are used to input the exogenous variables in the best NARX NN model to predict rainfall.




3.3. Forecasting the Main Variable (Rainfall)


In Section 3.1, the process of creating the NARX NN model was carried out using actual data on the rainfall and actual data on the Niño 3.4. Following the receival of the Niño 3.4 forecast results in Section 3.2, the rainfall forecast can be carried out with the best NARX NN model obtained, namely NARX NN (13-7-1). The NARX NN (13-7-1) model is applied to all of the current rainfall data with the combined Niño 3.4 data as the exogenous variable. In Figure 9, a plot is shown between the actual data and predicted data from the NARX NN model (13-7-1) when applied to all of the rainfall data. The rainfall forecast for the next six periods using all of the current rainfall data and the combined Niño 3.4 data are shown in Table 6. In Figure 10, a comparison is shown of the actual data and the forecast results of the rainfall variables and the Niño 3.4 variables.



Based on the forecast results of the Niño 3.4 index, the prediction is that it will rain or still be in the rainy season for the next 6 months. In Table 6, it can be seen that the Bandung city rainfall forecast using the NARX NN model provides a prediction that the rainfall will be high in February and March 2022. In Figure 6, it can be seen that the Bandung city rainfall forecast in the period from December–May 2021 provides a fluctuating forecast value, depending on the historical data or rainfall data in the previous period. The forecast results can be used as a reference for relevant agencies in anticipating the possibility of flooding in the city of Bandung and taking extra care, especially during February and March.





4. Discussion


The rainfall is a variable that is affected by Niño 3.4. In addition, the city of Bandung has several extreme points with very high rainfall. Very high levels of rainfall can cause flooding. Therefore, in order to cope with the flooding, it is necessary to forecast the rainfall using an exogenous variable, namely Niño 3.4. The forecast results can be used as a reference for relevant authorities to foresee the possibility of flooding in Bandung city.



The amount of data used for the training process affects the ability of the system in the forecasting process. This study uses data with 80% training data and 20% testing data [41]. Here, the number of testing data was 51 and the rainfall data were distributed using a number of ROCV methods. The past value of the rainfall and the current value of the Niño 3.4 are used to predict the rainfall. The past value of the rainfall used is 12 lags since the data interval used is monthly data [42], where    Y t    is influenced by    Y  t − 1   ,  Y  t − 2   , … ,  Y  t − 12      . In addition,    Y t    is affected by the current Niño 3.4 value, which is referred to as    X t   . Therefore, the number of units used is 12 units, comprising    Y  t − 1   ,  Y  t − 2   , … ,  Y  t − 12       and    X t   . As the activation function, the tanh activation function in the hidden layer and the linear activation function in the output layer are used [43]. In addition, the training algorithm used is currently Rprop+ [44] and the Niño 3.4 data are used as an exogenous variable.



Based on trial and error, the best model for NARX NN (13-7-1) was obtained with a MAPE value of 6.26% (Table 2). In Figure 4, a comparison is shown of the training process forecast results to the test data from the rainfall. The best model for the exogenous variable is the (12-5-1) FFNN model with a MAPE value of 4.44% (Table 4). In Figure 6, a comparison is shown of the training process prognosis results with the test data from the Niño 3.4. The results of this study show that the Niño 3.4 affects the movement of rainfall. In addition, the results predict the value of rainfall for the next six periods and Niño 3.4 as input for exogenous variables using the best NARX NN model (Table 5).



Moreover, the results provide suggestions for further research, which can be based on trial and error for the determination of input and hidden layers. There are two alternatives to predict Y with the NARX NN model, namely by predicting the X variable first, as in the study or by building a NARX NN model with lag X (without    X t   ). Both approaches have limitations. Predicting the Y variable first causes uncertainty, while using lag X assumes that Y is only related to lag X, where the assumption does not necessarily agree with the theory. The forecast results from the neural network method are only available in the form of values. The Bayesian approach, Monte Carlo dropout or resampling with the jackknife and bootstrap methods can be used to obtain forecast results in the form of intervals [45].



There are several studies regarding the physical mechanism, in which these rainfall cycles are increasing over the regions. The authors of [46] investigated the spatiotemporal changes in drought characteristics in Pakistan during the Rabi and Kharif cropping seasons. This study used the nonparametric Mann–Kendall, Sen’s Slope, and Sequential Mann–Kendall test methods to determine the significance and historical trends of climate factors on drought. From this study, it was found that the Niño 3.4 index, sea surface temperature, and the multivariate El Niño–Southern Oscillation (ENSO) are factors that strongly influence seasonal droughts across Pakistan. Furthermore, in [47], the research on drought in South Asia related to agriculture is known to indicate that MERRA-2, CPC, FLDAS (soil moisture), GPCC, and CHIRPS (precipitation) are equal and constant across the entire four regions of South Asia (Northwest, Southwest, Northeast, and Southeast). On the other hand, GLDAS and ERA5 remain poor compared to the other soil moisture products and the identified drought conditions in regions one (Northwest) and three (Northeast).



The authors of [48] carried out research on the same topic regarding drought affecting food and agricultural security in South Asia, but with attention to the performance of the evaporative stress index (ESI), vegetation health index (VHI), enhanced vegetation index (EVI), and standardized anomaly index (SAIs). The authors of [49] carried out research on the possible cycles, precursors, and associated mechanisms of drought over Pakistan by paying attention to the rainfall behavior in Pakistan using monthly rainfall data in the period from 1981–2017. The study also analyzed other climatic factors, and it was found that extreme drought events are highly correlated with wind patterns and intrinsic weather systems in The Pacific and Indian Oceans.



The authors of [50] analyzed spatiotemporal changes in air temperature in Myanmar using nonparametric analysis. Based on this study, significant results of the temperature trend are shown. In addition, it is known the Indian Ocean Dipole (IOD) influence on air temperature over Myanmar is more prevalent than the El Niño–Southern Oscillation (ENSO). Another study on the research area of Myanmar is regarding the interdecadal variability in monsoon rainfall [51]. It is known that the Myanmar summer monsoon rainfall is positively correlated with the Atlantic multidecadal oscillation (AMO) and negatively correlated with the Pacific decadal oscillation (PDO).




5. Conclusions


In conclusion, the prediction of the rainfall value is conducted using the NARX NN method with the Rprop+ algorithm. The results show that NARX NN (13-7-1) with a MAPE value of 6.26% and R2 of 85.37% is best suited for the prediction of this phenomenon. To utilize the NARX NN model, it is necessary to forecast the Niño 3.4 with the FFNN using the Rprop+ algorithm. This produces the best FFNN model (12-5-1) with a MAPE value of 4.44% and R2 of 95.26%. In addition, this study produces forecast results for the next six periods, which can be used as a reference for relevant authorities to foresee the possibility of flooding in Bandung city. From the forecast results, it can be concluded that the highest rainfall forecasts in the city of Bandung are in February 2022, and will slowly decrease in March 2022. To prevent hydro-meteorological disasters, such as floods in Bandung city, the community can clear waterways, such as clogged drains, rivers, and dams, as well as prepare tools for evacuation [52]. The NARX NN model may be an alternative for the prediction of rainfall value, which has the capability to follow random patterns from rainfall data and capture extreme rainfall values. Meanwhile, the FFNN method can be an alternative for the prediction of Niño 3.4 value.



For the next investigation, predictions can be conducted using other input variables related to precipitation, such as B. AUSMI and WNPMI. Then, the prediction can be conducted using other methods, such as the Bayesian approach, Monte Carlo dropout or resampling with the jackknife and bootstrap methods in the form of intervals [53].
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Figure 1. Map of Bandung City. Source: https://maps.google.com (accessed on 2 February 2022). 
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Figure 2. Graph of the Niño 3.4 index with rainfall in Bandung city in the period from January 2001––November 2021. Source: https://apcc21 (Niño 3.4) and https://iridl.ldeo.columbia.edu (rainfall) (accessed on 13 January 2022). 
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Figure 3. Rainfall data distribution. 
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Figure 4. Graphically compare the forecast of the training process with rainfall data. 
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Figure 5. The network architecture of NARX NN model for rainfall. 
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Figure 6. A comparison plot of the training process forecasting results on the Niño 3.4 testing data. 
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Figure 7. Graphs of the actual and predicted value of all the Niño 3.4 data. 
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Figure 8. The network architecture of the FFNN model for Niño 3.4. 
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Figure 9. Graph of the actual and predicted values of all rainfall data. 
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Figure 10. Graph of rainfall and Niño 3.4 results. 
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Table 1. NARX NN rainfall model network architecture.






Table 1. NARX NN rainfall model network architecture.





	Unit
	Specifications





	Input unit
	13 units, consisting of lag 1, 2, …, 365 from rainfall and the current value of Niño 3.4 index



	Hidden layer
	1 layer



	Hidden unit
	1, 2, 3, 4, 5, 6, 7 unit (trial and error)



	Output unit
	1 unit
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Table 2. The error size of the NARX NN rainfall model.
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Architecture

	
Hidden Unit

	
MAPE Test






	
Input unit = 13

Hidden layer = 1

	
1

	
6.399138




	
2

	
6.935423




	
3

	
6.613024




	
4

	
6.587894




	
5

	
6.809819




	
6

	
6.857698




	
7

	
6.259928
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Table 3. The FFNN model network architecture.






Table 3. The FFNN model network architecture.





	Unit
	Specifications





	Input unit
	12 unit (lag 1, 2, …, 12)



	Hidden layer
	1 layer



	Hidden unit
	1, 2, 3, 4, 5, 6, 7 unit (trial and error)



	Output unit
	1 unit
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Table 4. The error size of the FFNN model.
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Architecture

	
Hidden Unit

	
MAPE Test






	
Input unit = 12

Hidden layer = 1

	
1

	
4.53155




	
2

	
4.501856




	
3

	
4.514769




	
4

	
4.500933




	
5

	
4.443294




	
6

	
4.623074




	
7

	
7.566102
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Table 5. Niño 3.4 forecast results.
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	Period
	Forecast





	December 2021
	−0.6212955



	January 2022
	−0.6976738



	February 2022
	−0.5343275



	March 2022
	−0.4814957



	April 2022
	−0.3752520



	May 2022
	−0.2630829
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Table 6. Forecast rainfall results.






Table 6. Forecast rainfall results.





	Period
	Forecast





	December 2021
	277.7361



	January 2022
	273.1235



	February 2022
	342.9711



	March 2022
	335.8127



	April 2022
	276.0515



	May 2022
	170.4804
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