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Abstract: Wind power is known as a major renewable and eco-friendly power generation source.
As a clean and cost-effective energy source, wind power utilization has grown rapidly worldwide.
A roof-mounted wind turbine is a wind power system that lowers energy transmission costs and
benefits from wind power potential in urban areas. However, predicting wind power potential is a
complex problem because of unpredictable wind patterns, particularly in urban areas. In this study,
by using computational fluid dynamics (CFD) and the concept of nondimensionality, with the help of
machine learning techniques, we demonstrate a new method for predicting the wind power potential
of a cluster of roof-mounted wind turbines over an actual urban area in Montreal, Canada. CFD
simulations are achieved using city fast fluid dynamics (CityFFD), developed for urban microclimate
simulations. The random forest model trains data generated by CityFFD for wind prediction. The
accuracy of CityFFD is investigated by modeling an actual urban area and comparing the numerical
data with measured data from a local weather station. The proposed technique is demonstrated
by estimating the wind power potential in the downtown area with more than 250 buildings for a
long-term period (2020–2049).

Keywords: CityFFD; climate change; machine learning; roof-mounted wind turbines; wind
power potential

1. Introduction

Pollutants, environmental problems, fossil fuel reserves reduction, and rising energy
production costs have led the world to turn to clean and renewable energy resources. As
one of the renewable energies with a long history, wind power has significantly grown
worldwide in the past decade. Despite the high installation cost of the wind power systems,
its low operational cost and eco-friendly nature have contributed to this fast growth [1].
For instance, wind power in North America was around 5 GW in 2002 but increased to
136 GW in 2020 [2,3]. Thus, in order to capture renewable wind power to the greatest extent,
besides the classic wind turbines inside the wind farm [4–6], various other types of wind
turbines have been developed for urban applications, such as building-mounted wind
turbines [7], ducted wind turbines [4], and roof-mounted wind turbines [8,9]. Small wind
turbines, as microgeneration technology, have been receiving more interest during the last
decade, especially in urban areas. A roof-mounted wind turbine is a small wind turbine
that can be installed on the roof of buildings in urban areas [8,9]. Wind farms are primarily
located outside the cities, so using roof-mounted wind turbines can significantly reduce
energy transmission and distribution costs [10]. Considering building configurations, such
as roof shapes, neighborhood effects, and urban morphologies, the rooftop wind turbine
potential could be enhanced up to 3–8 times in an urban area compared to a rural area [8,11].
The enhancement is primarily due to the clustered effects of buildings and higher urban
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buildings than the rural areas under given conditions. Thus, roof-mounted wind turbines in
urban areas can play an essential role in contributing to sustainable and eco-friendly cities.

Roof-mounted wind turbine performance is directly determined by its surrounding
wind speed [12], which is influenced by many environmental and terrain factors [13–15].
These factors could lead to highly unsteady and turbulent wind and change the local wind
condition from one site to another. Therefore, it remains a challenge to find their mounting
locations and estimate the wind power potentials in the urban context. A conventional
way to find an appropriate mounting location for installing wind turbines is using wind
maps or wind atlases. Wind maps can provide wind speed data at a specified height. These
maps are generated using the last decade of simulated data by mesoscale models [16,17].
Prediction of wind speed and direction in wind maps are based on the impact of terrains.
Thus, they are valuable sources for utilizing wind power potential, especially for wind
farms [10,18]. However, wind farms are mostly located outside of urban areas where
wind speed is mostly affected by terrain, and the typical mesoscale spatial resolution for
generating a wind map is 2.5 km to 3 km [10]. It is challenging to predict the local microscale
variations of wind flows at this resolution. Moreover, these wind maps cannot provide high
resolution and reliable information in complex terrains or urban regions [17]. Therefore,
to capture accurate local urban wind conditions, a high-resolution wind map is needed
to capture terrain forcing and surrounding building effects and analyze the rooftop wind
power potential instead of low-resolution wind maps.

There are two common ways to capture accurate wind speed data for the roof of
each building in an urban area to estimate rooftop-mounted wind power potential. The
first one uses measured data obtained by local weather stations on the building roofs.
Another approach is based on numerical simulations to provide detailed information, once
the simulations are validated, within a selected urban area for estimating the potential
of rooftop wind turbine power. The latter is more often applied because of its low costs,
especially for a large region [19].

Computational fluid dynamics (CFD) is the most common method of wind aerody-
namics simulation around buildings [11,14,19–22]. Additionally, providing comprehensive
information about the rooftop wind power potential needs to consider the impact of urban
morphology and the neighborhood on each building during a long simulation period, such
as monthly or even yearly. Unfortunately, current CFD tools are not suitable for modeling
these problems, given the limited computing resources [20,23,24].

The main purpose of this research is to propose a novel idea to calculate roof-mounted
wind turbine potential in an actual urban area by using a fast and accurate CFD model and
a machine learning approach. We recently developed CityFFD (city fast fluid dynamics), an
in-house code written by the C++ CUDA language, to model urban microclimate [23,25,26].
CityFFD [27] is based on fast fluid dynamics (FFD) and high-order backward and forward
interpolation schemes [28] for large-scale problems. Using CityFFD and the concept of
dimensionless simulation, we provide local wind information in an actual urban area. Then,
based on machine learning and numerical data, we estimate rooftop wind power potential.
In the current work, we model a region in the downtown area of Montreal with more than
250 buildings. In the following sections, the methodology is discussed first, followed by
the validation study of CityFFD and the machine learning model. Then, the wind potential
of cluster roof-mounted wind turbines is predicted over the future 30 years (2020–2049).
Finally, the proposed approach can be applied to other urban areas, and the data obtained
are beneficial for building owners, city planners, and policymakers.

2. Methodology

This section includes three subsections: CityFFD introduction, dimensionless simula-
tion, and machine learning approach.
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2.1. CityFFD

In this work, we have three main steps to calculate wind power. The first step is using
computational fluid dynamics to calculate local wind speed at the roof of buildings in an
actual urban area by CityFFD, which solves the following conservation equations for the
mass and momentum:
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kinematic viscosity, turbulent kinematic viscosity, and source term, respectively. These
equations are defined in the Eulerian coordinate system. CityFFD solves Equation (2) based
on three sub-equations for advection, diffusion, and pressure terms:
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Here, first, Equations (3) and (4) are solved, and an intermediate velocity is estimated.
Then, solving the Poisson equation (Equation (6)) updates the pressure domain using the
intermediate velocity.

∂2P
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·
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In the end, velocity is updated by using the new pressure in the domain and Equation (5).
The most complex term in Equation (2) is the advection term (Equation (3)). This term is
nonlinear and can cause numerical constraint and stability problems [28]. Thus, CityFFD
converts Equation (3) from its Eulerian coordinate to the Lagrangian perspective and
overcomes stability issues, especially for large time steps. The advection equation in the
Lagrangian form is as follows:

∂
→
U

∂
→
S

= 0 (7)

where
→
S is the characteristic curve of the flow particles inside the computational domain.

Details of this method are revealed in our previous works [28].
One of the main features of CityFFD is a high-order interpolation scheme for solving

advection terms. This model can significantly reduce dissipation and dispersion errors
and provide accurate results on a coarse grid. We refer our readers to our previous
work [28]. Another feature of CityFFD is using the GPU CUDA language, which enables
excessive computing speedups and running large cases on personal computers [23,25].
The next feature is the large eddy simulation (LES) to model the urban microclimate
turbulence behavior. This model has been comprehensively validated against different
CFD benchmarks and represents acceptable accuracy [23].
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2.2. Dimensionless Simulation

According to the Reynolds independence theory, the flow pattern is independent of
the Reynolds number when the Reynolds number is greater than the critical value [29,30].
Critical Reynolds number (Recr) is case-dependent and can vary based on the wind direc-
tion and building configuration [31]. For urban microclimate, Recr can be around 14,000 to
87,000 [30,32]. Reynolds independence theory is instrumental in both experimental and
numerical modeling. The study of full-scale building prototypes, either experimentally
or numerically, often involves high costs, so using reduced-scale models can be a way
to overcome the cost of full-scale studies. Reduced-scale models must meet geometrical,
dynamic, and kinematic similarities [33]. For isothermal problems, the dynamic simi-
larity is maintained by the Reynolds number similarity. Reynolds number is defined as
Re = Ure f Lre f /ν, where Ure f and Lre f are the reference velocity and length, respectively.
This relation represents an opposite impact of length and velocity values on the Reynolds
number. For example, the typical reduced-scale model for urban microclimate simulation
is 1:1000 [33], so if Reynolds similarity is satisfied for the same fluid medium, for the same
kinematic viscosity, the velocity for the reduced-scale model must be 1000:1, which is not
realistic. In this situation, the Reynolds independence theory ensures the similarity of wind
fields at low wind speeds.

On the other hand, the Reynolds independence theory also helps reduce the number
of simulations for isothermal problems. When the Reynolds independence is satisfied,
the dimensional velocities and the flow patterns for a group of wind speeds with the
same direction over an urban region can be similar. Thus, we can predict wind flow
fields for different reference velocities by using a reference velocity and one dimensionless
simulation for that direction. This research uses this concept to reduce the total number of
simulations and lower the computational cost. To use this beneficial situation, we need to
solve dimensionless equations.

Please note that the thermal effects in the present simulations are ignored. The neglect
of thermal effects follows the previous studies, which estimated the urban wind power
potentials during early design stages. Al-Quraan et al. [34] investigated the validity of
using isothermal wind tunnel data to estimate urban wind energy potentials in the field.
It was found that homogenous upstream terrains showed an accuracy of more than 95%.
For non-homogeneous terrain conditions, the difference of the estimated wind energy
potentials in the wind tunnel and the calculated field measurements could be up to 20%,
which was, however, considered still within the acceptable range as an initial evaluation
of wind power potentials during the early design stage. Higgins and Stathopoulos [35]
further developed the idea of using isothermal wind measurement data for the estimation
of real-world wind power potentials by a novel artificial intelligence system supported by a
big isothermal wind dataset. It shows that the proposed system could be used for the early
exploration of urban wind speeds and wind power production. Meanwhile, the thermal
effects can be taken into account by more studies on nonisothermal cases supported by
more in-depth studies on other similitudes for the nonisothermal wind tunnel data and the
field measurements, which can be a focus of future study.

CityFFD has been developed based on dimensionless equations [23,25]. In this work,
we select an urban region and consider velocity with different directions (Ure f , αi) around
the area (Figure 1). Then, air velocities at different locations on the roofs of selected
buildings are extracted, and a database is created as the input for the machine learning
analysis later to predict wind speeds at the top of selected buildings.
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2.3. Processing Future Wind Speed Data Using Machine Learning

This study aims to model and calculate the hourly wind power at the top of multiple
urban buildings under two climate change scenarios. Thus, hourly wind speed data under
climate change is required. Global and regional climate models (GCMs and RCMs) are two
models that mathematically simulate the atmospheric, oceanic, and biotic interactions under
various radiative forcing scenarios. The outputs of these models are climate data, including
temperature, solar irradiance, and wind speed, which are spatially based on latitude and
longitudinal divisions at a temporal resolution of the daily average. Although these models
can provide information about climate change, the output data of the models cannot be
directly used as inputs for wind turbine models. The data require further processing to
address challenges such as bias in modeling and spatial and temporal resolutions. We refer
the readers to a previous study [36] explaining the challenges and the methods to address
them in detail. A similar method is used in this study and is briefly explained and updated
to fit the objective of this study.

2.4. Bias Correction

A Canadian regional climate model (RCM), called CanRCM4, has a horizontal res-
olution of about 25 km. RCM does not include the effect of local features. This might
make the historical data incomparable to observed local station data over the same period,
which is known as bias in the climate data. In other words, to be used for any application,
the climate model output data need calibration. In this case, quantile–quantile statistical
bias correction is conducted to remove the existing bias. In this method, the difference
between the corresponding cumulative distribution functions (CDF) for historical model
data and the observed data are applied to the CDF of the future model data quantile by
quantile [36,37]. The bias corrections are conducted for daily-averaged, and also maximum
daily wind speeds. The base calibration period for comparing the historical model data
and observed data is selected between 1976 and 2005. The statistical difference is applied to
the future model data to remove the bias between 2020 and 2049. The bias-corrected data
also need further processing of downscaling to convert to hourly data from daily-averaged
values [36].

There are available hourly weather data for Montreal in the Canadian Weather Energy
and Engineering Datasets (CWEEDS) dataset for 1953–2014. The dataset provides the
opportunity to find, and use, observed hourly data as representative hourly data for the
future based on statistical analogy to future bias-corrected daily-averaged climate model
data. The K-nearest-neighbour classification algorithm is used to find the most similar
class of datasets (neighbors) from the observed dataset. This algorithm is well-suited for
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non-normal data, such as wind data. The following equation is used for decision-making
in finding similar weather data from the past.

WS = ∑ wiFSi (8)

where wi is the weather parameter (feature) weighting factor, and FSi is the difference
in CDF of the future daily-averaged model data and candidate month daily-averaged
observed data for a weather parameter. As two features of the average and maximum
wind speeds in a day are selected, each of the two features is given 0.5 weight in decision-
making to find the most similar month in the past using the weighted-sum index (WS). The
candidate month with the minimum WS value is selected as the most statistically similar
trend. Once the most similar dataset at daily-averaged resolution is found, its calendar
month is recorded, and the corresponding hourly dataset is selected as a representative
month for the future.

An example of applying the KNN algorithm using the WS criteria is shown in Figure 2.
The goal is to downscale the daily average wind data for September 2023. The cumulative
distribution function (CDF) of the future daily-averaged data is blue. In contrast, the
CDF of all the candidate observed historical wind speeds are shown with other colors.
September 2005 shows the most statistical similarity to September 2023 using the FS index
(shown in red). However, considering the similarity for both the average wind speed and
the maximum wind speed using the WS index, September 2012 shows the most statistical
pattern similarity to September 2023, shown in green for maximum wind speed and purple
for average wind speed. It should be noted that September 2012 also shows the most
statistical similarity when the sole average wind speed is considered using the FS index.
Therefore, the hourly data of September 2012 are used as the representative hourly data
for September 2023. All the future months are processed one by one from 2020 to 2049
to convert all the daily-averaged data to hourly data. For more details, the reader is
referred to our recent work [36]. Note that the RCM model output data we used were only
available in daily-averaged temporal resolution, so the bias correction was performed on
daily-averaged resolution. This paper applied the downscaling approach and did not try
to develop a new approach, as the focus is the combined ML and dimensionless analysis
for the estimations of wind speeds and wind power potential. The proposed approach will
be applicable when the hourly data are available.
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The future data are extracted for the Montreal Trudeau Airport geographical location,
and the observed historical wind speed data are taken from weather stations from the same
location. However, the airport is relatively far from the urban downtown area, and the
wind speeds at multiple locations downtown are desired. Hence, further processing is
conducted for this purpose in the following section.

2.5. Predicting Wind Speed at Multiple Locations

The wind speeds are required to predict wind power potential at the top of multiple
buildings downtown. However, it will be impractical to run the simulations for every
single hourly dataset over a long period (2020–2049). A more efficient approach is to run
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the simulations for selected wind angles and use the corresponding inputs and outputs as
a training dataset to train a surrogate machine learning algorithm. A well-trained model
can predict the wind speed at multiple locations, given a boundary condition for all the
wind directions.

One of the machine learning algorithms capable of modeling multiple outputs is the
random forest regression model, and therefore it is used in this study. Random forest is
an ensemble model averaging the results of multiple regression trees that are recursively
developed based on finding the values of features that reduce the output variance in subsets
of the original dataset by an optimization algorithm. The algorithm is further developed
to model multiple targets by introducing covariance weightings to the objective of its
optimization algorithm at splitting nodes. Readers are referred to previous studies for more
details on regular and multitarget random forest algorithms [36,38–41].

In this study, the input data in the regression model are the wind speed boundary
conditions, e.g., from the airport weather station, whereas the output consists of 25 values
representing the wind speed at the top of the 25 downtown buildings. This way, the
algorithm learns the relationship between the weather station data as inputs and the
25 values at the top of the buildings. Once the model is trained adequately to acceptable
accuracy, new input data are introduced to the model to predict the hourly wind speed at
the top of the 25 buildings for the next thirty years; in this case, input data are the hourly
climate change data that are downscaled from 2020 to 2049 at the weather station location.
The predicted hourly values are then used as inputs into the wind turbine model to predict
wind power.

3. Validation

In this section, CityFFD is applied to investigate urban microclimate simulation per-
formance during a summer day (15 July 2013) by comparing its numerical results with
the measurement data. Figure 3a shows the aerial image of the case study (downtown
Montreal, Canada), and the highlighted point represents the location of the local weather
station for the validation study. The building cluster with the size of 1.5 km × 1.5 km
is modeled in the whole domain size of 4 km × 4 km. The distance of the cluster to the
domain boundary is chosen as ten times the maximum building height [42].
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tical boundaries will act as an inlet at any time step, and the other two boundaries will be 
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Figure 3. Urban image of the case study. (a) Case study: downtown Montreal, Canada with the local
weather station indicated. (b) Airport position relative to downtown Montreal with the selected
downtown region circled.

Light detection and ranging (LiDAR) data collected in 2015 provided by the city of
Montreal are used to create the city building geometries. The LiDAR dataset includes the
coordination of several points inside a particular region. Here, we developed a numerical
model to convert the scanned point cloud to a 3D geometry of the city. In this model, every
point will be connected to its neighbors, and by creating several triangles, we can create
an STL file and construct the geometry of the buildings. Figure 4 shows the procedure to
convert the LiDAR data to the STL file.
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Figure 5 shows the inlet/outlet boundary conditions. Each vertical boundary repre-
sents an inlet or outlet depending on the incoming wind direction. The CFD inlet boundary
conditions are provided by the weather station located at the airport, which is about 13 km
away from downtown Montreal (Figure 3b). Based on the wind direction, two vertical
boundaries will act as an inlet at any time step, and the other two boundaries will be
the outlets. The floor boundary condition was considered a wall, and the top boundary
condition was symmetry. The total mesh number is 54 million, and the minimum mesh size
near the building is 1 m. The time interval for data outputs is one hour and, consequently,
24 different simulations for a whole day.
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Figure 5. Schematic of the computational domain and boundary conditions (four vertical boundary
openings represent inflows or outflows depending on the incoming wind direction with the location
of the weather station indicated by the yellow triangle.

Based on the literature, because of urban morphology, building configuration, and
terrain impacts, the microclimate properties recorded at the airport are different from the
local microclimate near the downtown. We may estimate the variation of wind speed at
Montreal downtown empirically by using the airport weather station data. However, it
cannot accurately estimate the wind flow at the street canyon. Using CityFFD, we could
accurately estimate the wind conditions in the urban area by using the weather station data
about 13 km away from the case study region. The input boundary wind speed distribution
is the power-law wind profile based on the wind speed at the airport weather station (10 m
height from the ground). The 2013 summertime period is selected in this study: from 00:00
to 23:00 EST 15 July 2013 (Figure 6).
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The validation results in Figure 6 show that the wind speed is reduced significantly
near the urban building cluster. Therefore, CityFFD could accurately estimate the wind
magnitude in the urban area. The RMSE for wind velocity is 0.265 m/s, and the mean
bias error (MBE) is −0.14 m/s. As mentioned before, CityFFD is equipped with the fourth-
order interpolation scheme to reduce numerical dissipation errors and capture wind speed
reasonably well near the buildings. The validation results show that CityFFD can predict
accurate results for the large-scale simulation with 3D high-resolution results at a low
computational cost (6 h computing time with NVIDIA P100 GPU card for each case).

4. Estimation of Wind Speeds by Random Forest

To demonstrate the estimation of wind speeds by the random forest, we calculate
wind speeds at the roof of selected buildings (the data was collected at 2 m height from
the rooftop) in an urban area. For this purpose, we select another region in downtown
Montreal with 255 buildings in a domain size of 900× 900 m2 and the grid number of
13 million with 1 m resolution near the buildings. The simulation takes 4 h for each case
with a different wind direction (on NVIDIA GTX 1070 GPU). Note that we use a different
region from the validation case because the random forest study was conducted before
the validation study, and we only have the measured data for the building cluster in the
validation case.

First, we study the impact of angle steps on the accuracy of the training model. Then,
we use the trained machine learning model to predict new data (see Figure 7b). Finally, we
predict the wind power potential over the urban area for the future. Here, 25 buildings are
selected, and the wind speeds at the roof of these buildings are obtained for the study.
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Figure 7. The 25 selected buildings for wind speed calculation. (a) Selected buildings for wind power
potential calculation with their building numbers. (b) Architecture of random forest.

The airflow around the urban area is simulated by four different angle steps ∆α =
αi − αi−1 (see Figure 1), 2.5◦, 5◦, 10◦, and 20◦. A larger angle step can lower computational
cost but lower the accuracy of wind prediction, so we need to determine an angle step that
can provide enough wind speed predictions in an urban area at a reasonable computational
cost. Figure 8 shows the comparison between the predicted values from the machine
learning model and the numerical results from CityFFD considering five different incoming
wind directions (5◦, 10◦, 12.5◦, 15◦, and 20◦). It shows that the difference between CityFFD
and the machine learning results decreases with a smaller wind angle step. Note that 80%
of the data are used for training purposes and 20% for testing.

Figure 9 shows the RMSE value for different angle steps. The figure shows that
for ∆α = 2.5◦, 5◦, 10◦, and 20◦, the values of RMSE are around 6.4%, 8.7%, 12.5%, and
18%, respectively. However, the computational cost increases notably for small steps. For
example, providing the dataset with ∆α = 2.5◦ by CFD simulation is twice the cost of the
dataset with ∆α = 5◦. Thus, it is acceptable to have a small increase in value of RMSE
(2.3%) while maintaining a low computing cost (24 h) by choosing ∆α = 5◦ as our baseline
for training the machine learning model.
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5. Wind Power Potential Discussion

The wind power potential is calculated by the hourly wind speed captured at the
rooftop of each building through the following equation:

Ew =
1
2

ρ|U|3 (9)

where Ew is the wind power potential (W/m2), ρ is the density of the air (kg/m3), and |U|
is the wind speed (m/s).

Figure 10 shows the daily wind power potential of the 25 selected buildings for
2020~2049 (which will be a total of 10,950 days). The box chart in Figure 10 represents
the minimum, first quartile (25th percentile), median (50th percentile), third quartile (75th
percentile), and maximum values. The highest daily wind power potential is located at
Building 18, and the lowest is found at Building 17. In general, a similar distribution of
daily wind power potential among 25 buildings is found between different angle steps (5
and 10 degrees) and two climate change scenarios of representative concentration pathways
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(RCP 8.5 W/m2 and 4.5 W/m2), which is obtaining a high wind power potential at Building
18 and Building 16, while obtaining a low wind power potential at Building 6, 11, 13, and 17.
Furthermore, considering a long time period of 30 years, a large uncertainty of daily wind
power potential could be found in Figure 10. The maximum daily wind power potential of
some buildings could be an order of magnitude larger than the average value.
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Figure 11 reports the building heights for the buildings selected. Building 18 has the
highest wind power potential, but it is not the highest (55 m). Building 17 has the lowest
potential and low height (20 m). Building 10 is the highest (82 m), but its potential is not
significant. When plotting the wind power potential versus building height, Figure 12
shows no strong correlation between the building height and wind power potential. The
maximum wind power potentials are found at Building 18, with a height of 55 m, and at
Building 16, with a height of 57 m. The wind potential is generally low for low buildings,
e.g., Building 7, 8, and 24. Buildings with a reasonable height located at the outskirt
of the building cluster, e.g., Building 1, 2, 3, and 9, generally have higher potentials.
Tall buildings with many surrounding buildings, e.g., Buildings 10, 12, and 20, do not
necessarily show high potential. Therefore, the comparison shows that the impacts of
urban configurations and neighborhoods on wind distributions are considerable. Using
physics-based simulations or measurement data is necessary to provide accurate wind
power potential prediction, as the wind power potential is positively correlated with the
local wind speed (refer to Equation (9)).
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Figure 12. Relative differences of different wind angle steps and RCP scenarios. (a) Relative difference
of wind power potentials between wind angle steps of 5◦ (baseline) and 10◦ (RCP4.5). (b) Relative
difference of wind power potentials between RCP4.5 (baseline) and RCP8.5 (∆α = 5◦).

In summary, when conducting the urban wind power study, it is still of great signifi-
cance to find an efficient way to predict the wind conditions of each building inside the
selected urban area.

Figure 12 plots the wind power potential prediction differences between different
wind angle steps (5◦ and 10◦) and two RCP scenarios (RCP 8.5 and 4.5). Four different
curves are presented in each figure, representing the mean, first quartile (25% in the figure),
median, and third quartile (75% in the figure) wind power potential data for each building.
It shows that the difference between the two wind steps could be up to 20% or more for
buildings 8, 13, 14, and 19. The average relative difference of the mean value is around
8%, while the difference between the two RCP scenarios is comparably lower (the average
difference of the mean value is around 1.5%). Thus, to ensure the reliability and accuracy
of the final results, it is essential to test the machine learning method with ∆α = 5◦. RCP4.5
and RCP8.5 seem to contribute to similar results, showing that the future wind power
potential is not very sensitive to the two climate change scenarios.

6. Conclusions

This study introduces a new approach to estimate the wind potential for a long-term
period (2020–2049) by integrating a fast and accurate urban scale CFD model (CityFFD)
and machine learning (random forest). CityFFD is an in-house CUDA-C++-based urban
microclimate model. The accuracy and performance of the model to predict wind distri-
bution in an actual urban area are investigated. The RMSE for wind velocity compared
with the weather station data is 0.265 m/s. A novel approach based on different wind
directions and dimensionless simulations was applied to an actual urban area to provide a
dataset for training a machine learning model. Nondimensionality can reduce the number
of simulations and consequently reduce the computational costs for providing independent
data for training the model. A sensitivity analysis was applied to represent an optimized
angle step for wind direction. In this section, accuracy and computational costs were
considered. We found that the training data with a wind step size of ∆α = 5◦ can be
sufficient for training the model and generating an acceptable accuracy with reasonable
computational cost. Then, the proposed method was used to estimate the wind potential at
the roof of 25 buildings. The estimated wind potentials for two different climate scenarios,
RCP4.5 and RCP8.5, are similar, showing a minor dependence of wind potential on climate
change. On the other hand, the results show no clear correlation between the building
heights and wind power potential. Therefore, the impacts of urban configurations and
neighborhoods on wind potential are considerably higher than building heights. More
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studies in the future considering different urban morphologies can help us determine the
impacts of neighborhoods on wind potential. Meanwhile, the neglect of thermal effects
may be applicable for the early design stages as the initial estimations of wind speeds and
wind power potentials, but this may not be the case for more accurate engineering analysis.
Future work should be conducted to evaluate the validity of the proposed approach when
applied to the non-neutral stability cases.
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