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Abstract: A growing number of physical objects with embedded sensors with typically high volume
and frequently updated data sets has accentuated the need to develop methodologies to extract
useful information from big data for supporting decision making. This study applies a suite of data
analytics and core principles of data science to characterize near real-time meteorological data with
a focus on extreme weather events. To highlight the applicability of this work and make it more
accessible from a risk management perspective, a foundation for a software platform with an intuitive
Graphical User Interface (GUI) was developed to access and analyze data from a decommissioned
nuclear production complex operated by the U.S. Department of Energy (DOE, Richland, USA).
Exploratory data analysis (EDA), involving classical non-parametric statistics, and machine learning
(ML) techniques, were used to develop statistical summaries and learn characteristic features of key
weather patterns and signatures. The new approach and GUI provide key insights into using big
data and ML to assist site operation related to safety management strategies for extreme weather
events. Specifically, this work offers a practical guide to analyzing long-term meteorological data and
highlights the integration of ML and classical statistics to applied risk and decision science.

Keywords: machine learning; classification; meteorological data; Hanford site; exploratory data
analysis; random forest; heatwave; high wind; Graphical User Interface (GUI)

1. Introduction

Big data is typically defined by high volume and frequently updated data involving
a broad range of data types that are often disparate in nature, including structured, semi-
structured and unstructured sources. An emerging research priority and fundamental
applied objective related to big data is to develop sound methodologies to process, manage,
and analyze this information to extract meaningful information to better inform decision
making. One key area where this can be applied most effectively is risk management and
planning related to extreme weather events.

Extreme events can be characterized by deviation in observed values from long-term
norms and can be punctuated by irregular occurrences both spatially and temporally in
temperature, wind speed, wind direction, pressure, and other meteorological parame-
ters [1]. These events can be precursors to larger-scale extreme-weather-induced hazards
such as drought, wildfire, and flooding. Extreme events also pose risks to daily operations
at critical infrastructure and safety facilities and may result in an increased risk to operation
safeguards. For example, extreme heat impacts energy demand and consumption, increas-
ing the probability of interruption in daily operation and risks in safeguarding facilities [2].
Similarly, prolonged periods of lower-than-average temperatures or unexpected sharp
decreases in temperatures accompanied by snow and deep freeze can result in damage to
personnel and site properties.
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Extreme weather events are occurring more frequently and with greater intensity,
and present significant challenges to understanding, evaluating, and predicting the en-
vironmental risk with complications from global climate change [3–5]. Natural hazards
impose significant risk on the management of critical infrastructure and U.S. power systems.
There is a need for emergency response managers to plan response measures related to
power backup systems and manage risk on longer time scales [5]. The pattern in variation
meteorological parameters over long-term monitoring datasets, for instance, wind speed
and direction, is relevant to risk analysis [6]. Besides their chemical and physical proper-
ties, weather conditions such as temperature, wind speed, and humidity affect dispersive
behavior in the release of hazardous materials [7]. The Center for Chemical Process Safety
(CCPS, New York, USA) notes that wind speed is highly correlated with odor dispersion
and pollution [8].

Extreme events can be characterized by duration, timing, and magnitude and are
tightly coupled with key drivers that can be used to describe variation [9]. Classification
allows for the grouping of similar types of extreme events by considering common fea-
tures [10]. The criteria used to classify extreme weather events can vary by region and
by season. Katz and Brown [4] demonstrate that the frequency of extreme events is more
dependent on changes in variability than in the mean of long-term climate data. An event
can also be defined based on the occurrences of maximum values or exceedances above a
defined upper bound threshold value [9]. Hershfield [11] demonstrated that the probability
theory could be used to identify extreme events related to precipitation [11]. In the work
presented here, both thresholds and probability were used to define extreme events from
the long-term observations at the Hanford site as one of the Department of Energy (DOE,
DC, USA) sites in this work [11].

It is important to apply principles of data science to large datasets to uncover under-
lying trends and patterns and help predict extreme events because such capability can
help site operation by proactively mitigating the risk of exposure from weather anomalies.
Here, data preprocessing, cleaning, and exploratory data analysis (EDA) [12] was applied
to meteorological observations spanning a decade from multiple stations at the Hanford
site. Our research objective was to develop an integrated data analytical model using
classical statistics and ML to highlight irregularities in weather data. In order to extend
these capabilities to a broader base of prospective users, a user-friendly Graphical User
Interface (GUI) was developed. This user interface can be used by site managers without
any inherent understanding of programming to process large amounts of data and use
this information for the assessment of multi-site and multi-year meteorological records
in Hanford. The ability to process at least 5 years’ worth of recent and representative
meteorological data is required in the DOE standard to assure the proper implementation
of dispersion models for the preparation of nonreactor nuclear facility documented safety
analysis of site operation safety [13].

Data pretreatment included handling missing values, noise, and outlier detection,
and applying statistical data mining to enhance data reliability [14–16]. A scalable outlier
detection technique [17,18] has been adopted to process large volumes of data and missing
values [19]. EDA is an essential step and involves ascertaining classical statistics such
as standard deviation, categorical variables, and confidence intervals, which provide
insight into the dataset and can be used to guide subsequent approaches to analytics [20].
Additionally, guidance concerning thresholds for different extreme events at the regional
scale can be applied [21,22]. Properly defining thresholds, such as extreme temperature
and wind speed, are important to obtain a reliable assessment of the weather conditions
usable in dispersion models. This work aims to provide practical applied mathematical
methods to process a large amount of meteorological data as required in the DOE standard
for the safety analysis of nonreactor nuclear facilities [13]. An explanation of why such
observational differences exist is beyond the scope of this work. The extracted features
from EDA are used to prepare for more complicated model development using machine
learning (ML) techniques [23–25].
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Machine learning models such as the Random Forest (RF) model and Gradient Boost-
ing Machine (GBM) are well-accepted ensemble ML models. RF is an ensemble tree-based
ML technique used to solve regression and classification problems [26,27]. Bagging is a
powerful ensemble method. The RF model builds each tree independently, with each tree
growing using a randomly generated subset of the full training dataset with bagging tech-
nique. RF classification models are voted by decision tree models that split on a subset of
features. RF is well-suited for the high-dimensional dataset and/or highly correlated input
features and has been successfully applied on the soil microbial community, remote sensing
classification, sentiment analysis, and so on. The RF model can reduce overfitting [26–28].
It is noted that the generalization error would be limited by increasing trees.

The GBM model uses the boosting method, which builds on weaker classifiers [29,30].
It builds one tree at a time, with each tree learning from and improving upon the previous
one by minimizing the error. Ren et al. [31] compared the RF and GBM model performance,
and found that GBM has a better performance than RF. The GBM model had a better
predictive capability than RF models in genomic selection. Nawar and Mouazen [32]
compared the RF, ANN, and GBM models to predict soil nitrogen and total carbon and
found that the RF model had better performance than GBM. Zhang and Haghani [33]
pointed out the issues of the GBM model; the GBM model was more dependent on its
parameters than RF models. Furthermore, since the GBM grows trees sequentially, the
computational time will increase depending on the complexity of the trees and the increase
of the number of trees.

RF classification was used to analyze large continuous sensor-driven data sets and bet-
ter understand the relationship between defined extreme events and the weather variables
in relation to climatological data at Hanford. RF has been successfully used in analyzing
meteorological data and classifying extreme events [34–37].

This paper gives a practical example and establishes a proficient workflow to imple-
ment ML analytics to process meteorological data for follow-up risk analysis regarding
its importance to site safety and security. The Extreme Weather Events Classifier (EWEC)
GUI is developed to implement the developed data treatment and assessment, and it will
facilitate site operation in the future. The methodology developed here can be applied
more broadly at sites with similar datasets and can be used to guide management practices
with respect to forecasting and planning for extreme event-related risks.

2. Methods
2.1. Site Description

The Hanford site, the largest DOE environmental cleanup site in the United States,
is located in eastern Washington state, USA (Figures 1 and S1). It has 32 weather stations
throughout the 1500 km2 area. The Hanford meteorological monitoring network provides
a range of weather forecast products, including near real-time data from well-distributed
historical meteorological and climatological data through a variety of monitoring stations.
Data from 23 stations at the Hanford site was evaluated for this work. The monitoring
stations are marked in green circles in Figure 1. Most of the monitoring stations are above
sea level at 119 m or 120 m, with a couple at higher elevations up to 322 m.
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Figure 1. Distributions of meteorological sites at the Hanford Site as depicted in the GUI. Green dots
indicate monitoring site location.

2.2. Data Description

The meteorological data has been collected, stored, and managed through the Hanford
Site monitoring program. This data can be accessed in near real-time using a linked server
connection to the underlying sensor collection SQL database, which is updated every 15 min.
The parameters measured at each monitoring station include temperature, wind direction,
and wind speed. The 32 stations also have measurements of precipitation and air pressure.
The recording units have been listed as the following: (1) temperature in Celsius (◦C),
(2) wind direction in radians from the north, (3) wind speed in meters per second (m/s),
(4) precipitation in centimeters (cm), and (5) the air pressure in millimeters of mercury
(mmHg). The Hanford region’s climate is hot during summer, with an extensive range of
extremely high temperatures, often persisting at 40 ◦C in July and August annually. Strong
wind occurs in spring, and low wind occurs in winter. Furthermore, precipitation in the
Hanford region is sporadic from spring to summer. Snow is common in winter. However,
the Hanford site does not collect this deposition measurement. A 10-year (2010–2019)
period of data was resampled as necessary from raw data using a running average.

Data were treated to remove outliers. Additional details are provided in the Supple-
mental Information (SI). An example is demonstrated in Figure S2. The daily, monthly,
and annual maximum and minimum data were input into the EDA framework. The mean
and variance in 1-, 3-, 6-, and 12-h of each measured variable of the long-term 10-year
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meteorological data were included in the ML setup to classify different extreme events and
evaluate their impacts on the facility operation at Hanford.

2.3. Basis for Defining Threshold and Trend Analysis

The thresholds of extreme heat and wind were adopted from criteria defined by the
NOAA National Climate Data Center (NCDC, Asheville, USA). They were adjusted and
used according to specific Hanford regional conditions. For example, NOAA defines
sustained winds as 31 to 39 mph for at least 1 h. as windy conditions. When the heat index
reaches or exceeds 40.56 ◦C, it is deemed excessive heat. NOAA also marks three different
kinds of extreme events, namely strong wind, high temperature, and low temperature, in
Benton County, where the Hanford site resides. We define the localized extreme events
thresholds largely based on NOAA records (Table 1). When applying the threshold to
meteorological data, about 0.7% of wind chill index records are lower than −15 ◦C; and
about 0.5% of heat index records are greater than 38 ◦C. Approximately 0.65% of wind speed
records are greater than 30 mph. Those percentiles are used to qualify for extreme events.

Table 1. Thresholds for extreme temperature and wind speed events.

Extreme Events Threshold Duration

High wind >30 mph 1 h
Low wind <5 mph 1 day
Heatwave >38 ◦C max temperature over 38 ◦C more than 2 days

Extreme cold <−15 ◦C low temperature less than −15 ◦C more than 2 days

Two methods for trend analysis were adopted: namely Sen’s slope [38] and the Mann–
Kendall (MK) test [39,40], to determine the representative trend of the measured parameters.
The MK test is a non-parametric statistical test that can be used for detecting trends in a time
series. It can identify the trend mainly based on ranks without specifying its linearity [41].
Hence, it offers robustness to non-normality and cleans data with missing values. The MK
hypothesis includes the null hypothesis, where H0 refers to either a sample (i.e., measured
meteorological parameter) or the independent random variables. The subsamples of each
variable are independent and identically distributed over years [42].

In the null hypothesis (H0) of the MK test, data that come from a population with
independent realizations are not significantly different (i.e., no trend). If the calculated
p-value for a trend test is smaller than a significance level (e.g., 0.05), the null hypothesis
is rejected (i.e., the trend is significant). The MK method is well-known for assessing
the significance of trends in hydroclimatic time series data, such as rainfall, temperature,
and streamflow [43–47].

The Seasonal Kendall (SK) test, an extension of the MK test, is usually adopted when
the data are collected with expected monotonic trends during different seasons [48,49].
Seasonality may exist for long-term data with different distributions over months, quarters,
or seasons of many years. In addition, using Sen’s slope is another classical method to
quantify the trend by calculating the slope of the parameter trends through pairs of sample
points. It is a non-parametric technique as an alternative to the linear models using the
median of the slopes. This trend estimation is robust to outliers with a breakdown point of
0.29 and can be computed efficiently [50–52].

2.4. RF Classification

An RF is an ensemble ML algorithm using a collection of decision trees as base
classifiers [26], i.e., {h(x,�k), k = 1, . . .}, where the {�k} are independent and identically
distributed random vectors, and x the input vector that each tree casts a unit vote for the
most popular class. RF is robust to categorical and numerical data types. The prediction
of the RF is obtained by a majority vote from the individual decision tree. To reduce the
variance of a decision tree and achieve the stability of classifiers with high accuracy, a
bootstrap aggregating technique (bagging) was applied to ensure random and uniform
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resampling from the full training dataset with replacement [53,54]. The input features
give an equal weight during split using resampling instead of reweighting [26]. Each tree
has a set of internal nodes and leaves developed by user-defined parameters, including
the number of trees in the ensemble and the number of predictive variables used to split
the nodes. Any tree is allowed to grow to the maximum possible depth with a given
combination of features to improve tree-based model performance [53,55]. In the internal
nodes, the selected feature is used to make decisions in each individual tree and the
correlation between any two trees to evaluate the generalization error. The convergence of
the generalization error provides a means to estimate the required number of trees. The
Gini index, a popular quantity for splitting selection, measures the frequency at which any
features of the dataset will be mislabeled when it is randomly labeled. We collect how, on
average, it decreases the impurity for each measured parameter. Feature importance (FI)
helps to understand the RF models because the importance score provides insight into
features that are the most and least important to the model when making a prediction. The
FI score can help feature selection. Additionally, it can be used to improve the predictive
model by facilitating feature selection [56].

2.5. GUI Development for Rapid Assessment

The EWEC is an integrated suite of science-based tools with a user-friendly interface.
Code for the development of this tool is managed and available via git through the PNNL
data repository (Figure 2). Built with .NET C#, EWEC incorporates R scripts to perform data
analyses and plotting. It uses historical meteorological data collected at monitoring stations
to analyze and characterize weather extreme events. EWEC enables users to analyze data,
classify extreme weather events, and develop and validate weather extreme prediction
models. However, if needed, users can flexibly adapt to any new formats by adjusting the
input parameters for the pre-created R scripts. To use all the features of EWEC, R software is
required to install R packages, such as dplyr, lubridate, plyr, and plotrix. After completing
all those processes, users need to set the R installation path and data file locations to use
EWEC. EWEC is free and available to all users upon request.
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series”, “Predict extreme weather events”, “Statistic summary”, “MK-test”, “PCA”, and “Clustering”.
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3. Results
3.1. Threshold for Extreme Events

Winds with relatively low speed but lasting longer than 3 h occurred more frequently
in winter compared to other seasons based on the 10-year meteorological data. In addition,
low-speed winds lasting longer than 48 h, and even up to 10 days, were observed in winter.
If hazardous particles were released during such low wind or stagnant periods, it is less
likely they would be transported downwind over longer distances throughout the Hanford
site. In contrast, high-speed winds occurred more frequently in the spring and summer
compared to other seasons. The summer season in the Hanford region is typically dry with
little precipitation. The longest record without precipitation was 186 days from station
5 starting in May 2013 (See Table S2). Similarly, station 7 also had a period without rainfall
which lasted 111 days at the same time. Station 5 had more periods without precipitation
than other stations. A long period without precipitation accompanied by low humidity
could lead to wildfires, a hazardous event for the Hanford site area. Understanding
and predicting these conditions are therefore critical for environmental monitoring and
remediation. Figure S3 provide additional information on the frequency of low wind and
high wind events.

3.2. Seasonal MK Test and Sen’s Slope Analysis

A seasonal MK test was applied for identifying the monotonic trend which could occur
in different seasons. To extract the trending magnitude, Sen’s slope was used to measure the
slope of a regression line fit using observed trends among the sample periods. For example,
if Sen’s slope is positive, it indicates an increasing trend. In contrast, a negative Sen’s
slope implies a decreasing trend. Both maximum and minimum monthly temperature
and wind speed were extracted in the MK test to highlight trends in the two types of
extreme directions in different seasons in Hanford. Temperature and wind speed values
analyzed in Sen’s slope analysis can be interpreted as down-trending or decreasing over
the 10 years when values are less than zero. Similarly, Sen’s slope results can be interpreted
as up-trending or increasing over the 10-year period when values are greater than zero
(Figure 3).

The Sen’s slope box plot of the maximum monthly temperature is shown in Figure 3a.
The trend of the maximum monthly temperature has decreased over the past decade.
However, the trend of maximum monthly temperature increased in August. The values
of Sen’s slopes are close to 0. The result indicates that the variation of temperature in
September is statistically insignificant. This result suggests that summers persist until
August and that the maximum temperature is increasing. The Sen’s slope box plot of
the minimum monthly temperature is depicted in Figure 3b. The monthly minimum
temperature increases during winter. February and October’s minimum and maximum
monthly temperatures tend to go down, which suggests that transitional seasonal high and
low temperatures are lower than in previous years.

The Sen’s slope box plot of the maximum monthly wind speed is demonstrated in
Figure 3c. The positive values of Sen’s slope represent the increasing trend, and the negative
values of Sen’s slope the decreasing trend. The trend of the maximum monthly wind speed
decreases in January, March, November, and December, respectively, among most stations.
The variations in September among most stations are minor. However, the outliers located
outside the whiskers of the box plot in September are noticeable, which identify the strong
variability in the extreme values. The Sen’s slope box plot of the minimum wind speed is
presented in Figure 3d. The range of Sen’s slopes is from −0.15 to 0.1, which indicates that
variations of the minimum wind speed are insignificant. Almost all the box plot’s medium
values are close to 0. In general, wind speed becomes stronger in April and June. The light
air conditions do not change significantly at the same time, unlike the wind conditions.
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Distinct seasonal trends were observed with respect to the intensity and duration of
wind speed and temperature, having important ramifications for atmospheric dispersion
and natural hazard events. Results from Sen’s slope analysis indicate that for most months,
maximum monthly temperatures have been trending downward over the past 10 years.
However, August temperatures showed a notable increase in maximum temperatures over
the last 10 years. February, October, and December exhibited a strong trend in minimum
temperatures over the 10-year period. Other months exhibited minor changes over the
10-year period.

3.3. Features before, during, and after an Extreme Event

Wind direction, wind speed, temperature, precipitation, and temperature were charac-
terized before and after a heatwave and strong wind events in 3-, 6- and 12-h. bins, which
were used to represent an extreme event in the following methods.

Heatwaves typically occur in the summer, characterized by persistent high temper-
atures. The diurnal atmosphere pressure variation is approximately 0.6 mm Hg during
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normal conditions for a mid-latitude region such as Hanford [57]. If a severe event happens,
pressure changes accordingly. The box plots of meteorological measurement data 12-, 6-,
and 3-h. before the heatwave event, data during an event, and data 3-, 6-, and 12-h. after the
heatwave, are represented in Figure 4. The wind speeds observed in summer are not high.
Based on the observed data and identified events, when wind speed increases, pressure
decreases. Temperature increases when a heatwave occurs (see Figure 4c). Meanwhile,
pressure decreases slightly, and wind speed increases. The wind direction may have a 12-h.
cycle. The wind direction observations from 12-h. before, during, and 12-h. after range
from close to 0 (the lower bound) to more than 6 radians (the higher bound).
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extreme events.

A selected time series of meteorological measurements during the heatwave episode
is displayed in Figure 5. Six stations are selected to highlight the temporal change in tem-
perature and pressure. This exercise is limited due to data availability because only 6 out of
the 32 weather stations have measured the complete meteorological variables. A heatwave
does not significantly impact wind speed or wind direction. The temperatures of 25 and
26 July of 2010 were higher than those before and after heatwave events. The temperature
was high during the advent of heatwave events, and it remained high continuously. There
was an anticorrelation between temperature and pressure. When temperatures went up
(Figure 5a), pressures went down (Figure 5b). During the heatwave event, pressure was
lower than before and after such an event. This finding can help us form the primary
applications of weather-driven extreme events that may complicate site operation when
dealing with hazard transport and dispersion. The wind speed plot (Figure 5c) shows
that the wind speed is low during the heatwave period. The lower wind speed could not
dissipate heat efficiently and may have been a factor for the observed prolonged heatwave
events in Hanford during summers. High pressure conditions were associated with low
wind speeds [58]. Figure 5d illustrate that, in general, the wind direction is high in radians
at nighttime. As only three monitoring stations have complete observed parameters, it
is expected that these results may not provide a full understanding of the cause and re-
lationship of the heatwave occurrences. The key implication is that meteorological data
must be fully accessible before further investigation. The approach illustrated here serves
this purpose.
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3.4. EWEC GUI for Rapid Assessment

Currently, EWEC supports comma-separated value (CSV) data files, which contain
data in the order of timestamp, wind direction, wind speed, temperature, precipitation, and
pressure. EWEC contains seven major components corresponding to the seven tabs in the
user interface. The “Show map” component is used to show the geolocations of the user-
picked stations and the corresponding weather stations. The “Plot time series” component
is used to plot a meteorological time series for user-selected stations, parameters, and
time periods. For example, the plot of wind speed time series from 2010 to 2019 in the
ARMY station is illustrated in Figure 6. The “Predict extreme weather events” component
is used to detect extreme weather events for the meteorological dataset using regional
specified thresholds, which can vary if moving to different regions. The “Statistic summary”
component is used to provide summary information of the monitoring data, including
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different types of wind, drought/precipitation, temperature, and a strong variation of
pressure change. The drought information, for example, when choosing 60 days as the
threshold for all Hanford monitoring stations from 2010 to 2019, can be seen in Figure 7.
According to the data analysis, we can conclude that 2013, 2014, and 2015 had more
maximum drought periods than other years, and drought usually happened in summer.
The “MK-test” component is used to analyze the trending non-stationarity of weather
attributes. The “PCA” component is used to detect heatwaves and strong wind events for
the selected period for the selected stations. The “Clustering” component is used to detect
the similarities of each parameter for the selected period among all stations.

Atmosphere 2021, 13, x FOR PEER REVIEW 12 of 19 
 

 

 

Figure 6. The plotted time series of wind speed from 2010 to 2019 for station ARMY. Figure 6. The plotted time series of wind speed from 2010 to 2019 for station ARMY.

3.5. Extreme Event Classification

EDA results suggest that heatwave events are seasonally triggered, often occurring in
summer. Strong wind events occurred in all seasons but were more prevalent in spring.
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We summarized different types of extreme events and labeled them individually using the
defined thresholds presented in Table 1. We used the classification framework to predict
events in the Hanford region without records for other kinds of extreme events such as
strong winds, heatwaves, and winter storms. In this ML classification setup, if an extreme
event occurs in a specific month, the data from this month will be converted into ML
input data. Data collection is not complete among all stations. For example, station 11 had
sufficient data to build the ML models, and it was selected for ML classification model
development regarding two extreme event types, namely, heatwaves and strong wind. It is
found that meteorological data have noticeable changes before an extreme event. The mean
and variance of the previous 1-, 3-, 6-, and 12-h. data are generated based on the monitoring
data for each current hour and variables. Data were randomly split into training data
(70%), validation data (15%), and testing data (15%) for both the heatwave and strong wind
RF models.
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The top 10 FI plots of the heatwave model and the strong wind model are presented
in Figure 8a,b, respectively. Figure 8a demonstrate that the past 12-, 6-, 3-, and 1-h. tem-
peratures are essential indicators for heatwaves. Pressure-related parameters, such as the
variation of the past 12-h. temperature and the past 6-h. pressure, also contribute to the
heatwave RF model. The average temperature of the past 12 h is the dominant factor in the
heatwave model, and FIs of the average 1-, 3-, and 6-h. temperature are comparable.
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Our RF model results show that persistent high temperatures during a longer time
window, i.e., the mean temperature in a 12-h. window, greatly impacts heatwave events.
This indicates that a heatwave is a climate phenomenon affected by prolonged high tem-
peratures. The FI of the strong wind model is demonstrated in Figure 8b. In general, the
variations of meteorological measurements are less important than the mean values. The
past 1-h. wind speed is the dominant factor, and its importance is much higher than the
rest of the parameters. Our results suggest that short-time wind speed is more important in
the strong wind model.

RF classification models were developed to capture non-heat wave periods and peri-
ods with strong wind speeds using the aforementioned training, validation, and testing
datasets. The RF models return predictions by probability. In this work, we use 0.5 as
the threshold to evaluate the predicted probability. A false positive error means that the
predicted probability is greater than 0.5, and the actual probability is less than or equal to
0.5. Conversely, a false negative error indicates that the predicted probability is equal to or
less than 0.5 and the actual probability is greater than 0.5. The actual and forecast results of
the heatwave and strong wind RF models are shown in Table 2, respectively. Both models
have reached high accuracy on event classification (see Table S3). The misclassified classes,
including both false negative and false positive errors, are comparable concerning the
testing results of heatwave extreme events. The strong wind model tends to classify more
false negatives. These misclassified samples could be caused by the variation in a strong
wind which leads, incorrectly, to an association with the positive error. In addition, the
patterns of the sampled data may be similar, which cannot be distinguished by the classifier.
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Table 2. The confusion matrix of the heatwave and strong wind models of station 11.

Heat Wave Strong Wind

Training data confusion matrix Training data confusion matrix

Actual Class Actual Class

Predicted
Class

Heatwave Not heatwave
Predicted Class

Strong wind Not strong wind
Heatwave 985 0 Strong wind 92 0

Not heatwave 9 9958 Not strong wind 14 44299

Validation data confusion matrix Validation data confusion matrix

Actual Class Actual Class

Predicted
Class

Heatwave Not heatwave
Predicted Class

Strong wind Not strong wind
Heatwave 138 12 Strong wind 10 0

Not heatwave 77 2120 Not strong wind 2 9503

Testing data confusion matrix Testing data confusion matrix

Actual Class Actual Class

Predicted
Class

Heatwave Not heatwave
Predicted Class

Strong wind Not strong wind
Heatwave 155 7 Strong wind 11 3

Not heatwave 77 2109 Not strong wind 1 9501

4. Discussion

Both EDA analysis and RF classification were applied to study long-term meteoro-
logical data in Hanford in this study. The Sen’s slope variation of the maximum monthly
temperature is smaller than that of the minimum monthly temperature, according to the
MK test results. The maximum monthly temperature increases among most stations are not
as significant as the minimum monthly temperature. Minimum temperatures at all stations
increase in winter, indicating that the lower monthly temperatures increase. Sen’s slopes of
the maximum monthly temperature at most stations are around 0. This finding suggests
that most of the minimum temperature increases and the maximum temperature remains
at a level comparable to historical records. These findings imply that extremely high tem-
peratures will increase in the future, with all other assumptions remaining the same. Our
results show that ML, specifically RF models, can assist the mechanistic/predictive model
development by utilizing existing decadal records and adding more predicted features.

Additionally, Table S1 gives the summary of the low wind speed lasting more than
5 days in the Hanford area. Low wind speed is another extreme regional event in summer.
Wildfires always occur in the Pacific Northwest in summer, and low wind speed makes
the smoke stagnate and sit in the Columbia basin area. Prolonged stagnation has often led
to hazardous conditions for outdoor activities, including performing job functions on site.
Therefore, the ability to predict and prevent adverse exposure conditions is valuable for
improving site operations. Moreover, particle release in low wind scenarios may cause
more unpredictable damages due to low visibility. This type of extreme event warrants
further investigation.

Ongoing analyses are being conducted upon historical meteorological datasets with
different frequencies in Hanford to validate the RF models. Those datasets include data
acquired and streamed at different intervals, such as every 15-min or hourly, near real-
time. Beyond model validation, potential future upgrades being considered include data
imported from other meteorological monitoring sites to make this approach feasible for
applications elsewhere.

5. Conclusions

Meteorological data for a period spanning 10 years were investigated to study the local
climate change trend at the Hanford site. EDA was used to study the weather pattern and
capture trends indicative of extreme weather that impacts site operations. RF classification
was used to classify extreme weather conditions such as strong winds and heatwaves.
The heatwave and the strong wind RF models were developed and investigated. The
acceptance performance of the RF models was validated. The strong wind model was
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shown to be sensitive to the past 1 h wind speed. The heatwave model relies more on the
average temperature of the past 12-, 3-, and 6-h, respectively.

Extreme events are becoming more common at the Hanford Site. The extreme events
of heatwaves and strong wind were studied as the most impactful and representative
scenarios in this work. Higher risks in site operation (e.g., failure in ventilation systems,
power outage) may be caused by or related to prolonged heatwaves. Our results suggest
that a heatwave is a cumulative phenomenon. Thus, it is possible to use the previous days’
temperature or pressure to help predict heatwave events. Strong and low wind events
are other types of extreme events that need investigation. Wind speed can change in a
short time, and it is affected by site temperature and pressure. Low wind speed has an
inconsequential effect on the accidental release and subsequent dispersion of hazardous
particles, as it tends to prevent particle transport downwind away from the site. Therefore,
studying extreme events using long-term big meteorological data in Hanford is important
to guide site operations. The development of the EWEC GUI provides a user-friendly
means to process a large amount of meteorological data using statistical analysis and EDA.
It gives an example of a practical tool for DOE sites. More importantly, this work provides a
new means of long-term meteorological data assessment using ML, particularly RF models,
to enable sensible characterization and lead to improvement of the safety analysis standard
warranted for the safeguarding of the DOE facilities, personnel, and operations.
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10.3390/atmos13010136/s1, Algorithm S1: MK test. Algorithm S2: Random Forest. Algorithm S3:
Outlier detection. Figure S1: Location of the Hanford Site of the Columbia River and meteorological
stations. Figure S2: Data outlier analysis of pressure measurement. Figure S3: Frequency summary
of low wind speed of all sites monthly lasting more than (a) 3 h and (b) 48 h. Similarly, frequency
summary of high wind speed of all sites monthly lasting more than (c) 3 h and (d) 48 h. Figure S4:
The PCA biplots showing (a) no heatwave and (b) heatwave events among all stations over 10 years.
Figure S5: The PCA biplots showing (a) no strong wind and (b) strong wind events among all stations
over 9 years. Figure S6: Time series plots of the day before, during, and after the strong wind event:
(a) temperature, (b) pressure, (c) wind speed, and (d) wind direction. Figure S7. The F1 results of the
RF models parameters tuning under different trees: (a) the strong wind and (b) the heatwave model.
Figure S8. The accuracy of RF models parameter tuning under different minimum sample splits:
(a) the strong wind and (b) the heatwave model. Figure S9. The accuracy of RF models parameter
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