
atmosphere

Review

Laser Beam Atmospheric Propagation Modelling for Aerospace
LIDAR Applications

Thomas Fahey 1,2 , Maidul Islam 1,2, Alessandro Gardi 1,2 and Roberto Sabatini 1,2,*

����������
�������

Citation: Fahey, T.; Islam, M.; Gardi,

A.; Sabatini, R. Laser Beam

Atmospheric Propagation Modelling

for Aerospace LIDAR Applications.

Atmosphere 2021, 12, 918. https://

doi.org/10.3390/atmos12070918

Academic Editors: Aleksandra Nina,

Giovanni Nico and Vladimir

Sreckovic

Received: 13 June 2021

Accepted: 12 July 2021

Published: 17 July 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 School of Engineering, RMIT University, Melbourne, VIC 3000, Australia; thomas.fahey@rmit.edu.au (T.F.);
s3801461@student.rmit.edu.au (M.I.); alessandro.gardi@rmit.edu.au (A.G.)

2 Food Agility CRC Ltd., 81 Broadway, Ultimo, NSW 2007, Australia
* Correspondence: roberto.sabatini@rmit.edu.au

Abstract: Atmospheric effects have a significant impact on the performance of airborne and space
laser systems. Traditional models used to predict propagation effects rely heavily on simplified as-
sumptions of the atmospheric properties and their interactions with laser systems. In the engineering
domain, these models need to be continually improved in order to develop tools that can predict laser
beam propagation with high accuracy and for a wide range of practical applications such as LIDAR
(light detection and ranging), free-space optical communications, remote sensing, etc. The underlying
causes of laser beam attenuation in the atmosphere are examined in this paper, with a focus on the
dominant linear effects: absorption, scattering, turbulence, and non-linear thermal effects such as
blooming, kinetic cooling, and bleaching. These phenomena are quantitatively analyzed, highlighting
the implications of the various assumptions made in current modeling approaches. Absorption and
scattering, as the dominant causes of attenuation, are generally well captured in existing models and
tools, but the impacts of non-linear phenomena are typically not well described as they tend to be
application specific. Atmospheric radiative transfer codes, such as MODTRAN, ARTS, etc., and the
associated spectral databases, such as HITRAN, are the existing tools that implement state-of-the-art
models to quantify the total propagative effects on laser systems. These tools are widely used to
analyze system performance, both for design and test/evaluation purposes. However, present day
atmospheric radiative transfer codes make several assumptions that reduce accuracy in favor of
faster processing. In this paper, the atmospheric radiative transfer models are reviewed highlighting
the associated methodologies, assumptions, and limitations. Empirical models are found to offer a
robust analysis of atmospheric propagation, which is particularly well-suited for design, develop-
ment, test and evaluation (DDT&E) purposes. As such, empirical, semi-empirical, and ensemble
methodologies are recommended to complement and augment the existing atmospheric radiative
transfer codes. There is scope to evolve the numerical codes and empirical approaches to better suit
aerospace applications, where fast analysis is required over a range of slant paths, incidence angles,
altitudes, and atmospheric conditions, which are not exhaustively captured in current performance
assessment methods.

Keywords: atmospheric propagation; electro-optics; laser systems; aerospace lasers; radiative trans-
fer; absorption; scattering; laser beam propagation; artificial intelligence; machine learning

1. Introduction

The accuracy of predicting light propagation by empirical and simulation methods
is vital in research concerning climate change [1,2], remote sensing [3] and atmospheric
optics [4]. Currently, empirical models developed in the 1960s to 1970s are still widely
used for laser propagation analysis [5,6] and constitute the basis of atmospheric radiative
transfer codes, which are widely utilized for performance predictions. These codes are
regularly improved to allow more detailed analyses, yet they do not include fully compre-
hensive models. The uncertainty and assumptions made in atmospheric radiative transfer
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codes stems from the often-omitted aspects of light propagation, including turbulence and
thermodynamic impacts. The interactions of solar radiation with the constituents of the
atmosphere are difficult to model and measure accurately, leading to a difficult integration
in present day atmospheric radiative transfer codes for remote optical sensors [7]. The
key challenge for airborne applications, and remote sensing in general, is to overcome
the current limitations and make corrections accurately and quickly for atmospheric prop-
agative effects without much information on the atmospheric conditions. For aerospace
applications (typically incorporating altitude dependent atmospheric phenomena) there
is a lack of understanding and/or disagreement between models, especially regarding
aero-optical effects and atmospheric optical turbulence.

The effect of atmospheric properties on laser beam propagation is presented in some
detail, covering the empirical methods that define the major sources of propagation. This
includes absorption and scattering of molecules and aerosols, atmospheric turbulence
effects and non-linear behavior caused by thermal effects such as blooming and bleaching.
Laser wavelengths (both in the visible and infrared portions of the spectrum) are attenuated
in the atmosphere mainly due to linear effects of absorption and scattering, and to a smaller
degree, turbulence, and non-linear effects. The non-linear effects are more difficult to model
and are less well understood. There are prominent models describing light propagation
through turbulence, but they vary dramatically depending on height and the overlap in
application is unclear.

Absorption and scattering are the dominant effects as they interact with atmospheric
particles whose composition, size, and concentration are subject to large variations. The
effects of aerosols are particularly important in low-altitude applications. These parameters
are then related back to performance prediction based on transmittance. This work also
reviews atmospheric radiative transfer models, the numerical codes, and their applicability
and accuracy in assessing performance resulting from atmospheric propagation effects.
Atmospheric radiative transfer models are used to estimate the atmospheric propagation
by the radiative transfer equation and generalizing aspects of the atmospheric conditions.
Popular models such as MODTRAN are powerful tools in determining the attenuation due
to the atmosphere. These models are based on a line-by-line analysis, which allows for
high accuracy, and continual updates have expanded the use of absorption and scattering
models. The limitations of these models are that they largely only consider some scattering
and absorption and for the most part neglect non-linear effects on propagation. This
invites improvement from empirical models to add robustness these limitations. This
review illustrates the gaps in the empirical modelling, and numerical codes that should be
addressed for higher accuracy especially for remote sensing airborne applications.

This review outlines the classical approaches of light propagation and reviews new
approaches, implementations, and atmospheric transfer codes in achieving high-fidelity
predictions of laser attenuation in the atmosphere.

The development of low-weight, powerful laser sources and point systems, has led
to increasing implementation in airborne and satellite platforms. The most popular of
these electro-optical systems are passive visible to infrared imagining and active LIDAR for
atmospheric sounding. These techniques measure the molecular and aerosol components
in the atmosphere but it can be difficult to model certain aspects of the propagation
effects, which in turn affects accuracy. Imaging measurements tend to be less accurate
than coherent detection methods and LIDAR tends to be very accurate but over smaller
ranges than imaging sensors. The different types of laser systems in aerospace applications
are influenced by the need for fast and accurate results based on few known atmospheric
variables. The approaches discussed tend to rely heavily on a priori knowledge, particularly
in LIDAR inversion algorithm applications. The key aeronautical and space applications
for laser systems and the underlying principles are summarized below.
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1.1. Aerospace Laser Applications

Early aerospace applications of lasers included both range finding and various military
applications, such as beam-riding and target designation (i.e., guided weapon systems)
as the high irradiance and collimation of the laser beam allowed for high accuracy over
long distances. More recently, 3D-scanning LIDAR systems have been widely adopted in
autonomous obstacle/object detection applications largely due the high accuracy attainable
and the ability of LIDAR to function across a variety of conditions [8,9]. In both manned
and unmanned aerospace vehicles, the point cloud data obtained from the LIDAR supports
the detection, recognition, and identification of potential obstacles to be avoided [10]. The
performance and versatility of LIDAR make for a powerful aerospace sensor across a
variety of applications. However, key limitations of air and space laser sensors include
their susceptibility to atmospheric conditions and meteorological effects, and the relatively
limited knowledge of high-altitude linear and non-linear propagation effects. Despite
these limitations, the benefits of aerospace laser systems in terms of accuracy, resolution,
and versatility make them ideal for a variety of civil/military multi-sensor systems and
data-fusion applications. This versatility is highlighted, for instance, when considering the
possible integration with passive FLIR (forward-looking infrared) sensors, which can assist
manned and unmanned aerospace vehicles in safety- and mission-critical tasks such as
obstacle detection, navigation and guidance, night vision, etc.

Airborne LIDAR systems are particularly useful in agricultural applications such as
mapping canopy heights, profiling of crop distributions and remote sensing. Airborne
remote sensing, in particular, allows for detailed analysis of vast areas, with flexibility
of data capture, and high accuracy at various grazing angles across different terrains.
These features are particularly important in the application to forest monitoring and food
crop health-status assessment [11,12]. In geophysics applications, in combination with
GNSS, highly accurate data in measuring faults and changes can be detected. An airborne
remote sensing laser system, as shown in Figure 1, offers greater flexibility and accuracy
in measuring vertical and horizontal profiles and is becoming more prevalent across
different industries.

Figure 1. Airborne laser system scanning and georeferenced. Adapted from [13].

Laser sense-and-avoid (SAA) is being developed for low-level flights, especially for
helicopter and UAV applications, where radar is inadequate in obstacle warning systems
(OWS). The advantage of airborne laser obstacle avoidance monitoring (LOAM) is the
ability to detect terrain, wires, and buildings in low-level flight conditions [14]. The
need for a high probability of detection is obvious since no obstacle must go undetected.
These systems also require a minimum detection range, and to be able to perform in all
weather and day and night conditions. For these systems to be effective, they need high
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reliability in detecting obstacles in a range of different angles with a low false alarm rate,
and fast processing.

Differential absorption LIDAR is used extensively in atmospheric sounding as the
technique is useful in eliminating error sources in atmospheric composition. Using ‘on’ and
‘off’ absorption wavelengths, a laser is tuned to the absorption frequency of the desired
atmospheric constituent. The ‘on’ corresponding absorption wavelength is transmitted fol-
lowed by a non-incident ‘off’ absorption wavelength. The difference between the received
energy can then be reduced mostly as the result of absorption by the ‘on’ wavelength
molecule or aerosol species. This can eliminate the uncertainty from non-linear attenuation
effects such as turbulence that are difficult to model. The difference from the two pulses
can then be related to the chemical concentrations in the atmosphere.

Laser Doppler radar illustrates the advantage of small particle detection for turbulence
detection. Radar is generally only able to identify water droplets as the precursor to severe
weather activity, where the laser system is more capable, particularly in airborne application
in the detection of wind velocities. This system can measure very low velocities to very large
changes for wind shear in remote sensing. Microbursts can be identified by the airborne
LIDAR fitted to the nosecone, to give vital information to the control systems in critical
phases of flight [15]. The narrow beam of the active laser sensor can take measurements
independent of the time of day and weather conditions, which means it can be applied to
difficult terrain, and densely covered areas for applications such as landslide monitoring
from an airborne platform. Additionally, airborne laser systems are applied to bathymetry
by utilizing green lasers and penetrating the water’s surface, the water column, and the
sub region to measure different hydrological parameters [16].

As noted by [17], ultra-short laser pulses propagation is dependent on the output
power. Below the critical peak power, the laser pulse intensity is rapidly reduced by beam
diffraction and velocity dispersion. Above critical power, the pulse intensity increases to
the point of air ionization. This intensity can be maintained for very long distances. This
process is known as filamentation. High-powered long-distance propagation of ultra-short
laser pulses is explored in [18] and is considered the forefront of non-linear optics. Research
in femtosecond LIDAR applications has highlighted benefits that overcome the limitations
of the DIAL technique, including measurement of volatile organic compounds (VOCs).

The astronomical use of LIDAR is important in correcting atmospheric distortion for
telescopes. This is achieved by an artificial star image as a reference point to assist the
adaptive optics. There are two types: sodium beacons, which react with the sodium in
the mesosphere; and Rayleigh, which is time-gated to reduce the effect of low altitude
scattering. Additionally, LIDAR is considered for Mars satellite observation missions,
where the atmospheric propagation is utilized to explore the atmospheric constituents and
wind velocity profiles [19].

Laser radars can be categorized by the measurement made by the laser radar, the
detection technique, the type of interferometer employed in a coherent laser radar (if
appropriate), the modulation technique, the demodulation technique, the type of laser or
the wavelength of operation, the function performed, the type of data collected, or the
data format. In addition, laser radar can be classed as monostatic or bistatic, depending on
whether it uses a single aperture to transmit and to receive or separate apertures. Some of
these groupings are summarized in Table 1.
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Table 1. Types of LIDAR [13].

Laser Type Carrier Wavelength

CO2 9.2–11.2 µm
Er:YAG 2 µm
Raman Shifted Nd:YAG 1.54 µm
Nd:YAG 1.06 µm
GaAlAs 0.8–0.904 µm
HeNe 0.63 µm
Frequency Doubled Nd:YAG 0.53 µm

Detection Technique Interferometer Type Modulation Technique

Direct Detection Not applicable Pulsed
Amplitude Modulation (AM)

Coherent Detection Heterodyne Pulsed
Homodyne Amplitude Modulation (AM)
Offset Homodyne Frequency Modulation (FM)

Hybrid (AM/FM, Pulse Burst)
None (CW)

Functions Measurements

Tracking Reflectance (Amplitude)
Moving Target Indication Range (Time Delay)

Machine Vision Velocity (Differential Range or Doppler
Shift)

Velocimetry Angular Position
Wind Shear Detection Vibration
Target Identification
Imaging
Vibration Sensing

As observed in Table 1, there are many types of laser radars, where the type is
rarely sufficient to determine how well it performs. This variety in laser radar systems is
indicative of their versatility, but this can also create confusion. For example, wavelength-
dependent technological limitations frequently prevent simple parametric extrapolation
of performance from one type of system to another. These limitations can make routine
performance at a one laser wavelength well beyond the state of the art (and possibly
beyond fundamental physical limitations) at another wavelength. Comparing one type of
laser radar to another is inherently difficult and the extrapolation of performance must be
carefully applied.

Using wavelength-specific components and technology is a major difference from
passive optical systems or conventional radar systems. Laser sources limit the number of
wavelengths practically available for laser radars. For passive systems or conventional
radar, radio frequency (RF) through millimeter-wave (MMW) can select the wave band
to optimize performance without major changes in technology. However, laser radars are
limited in this regard and would need to change technologies completely (e.g., electrically
pumped gas lasers versus optically pumped solid-state lasers) to effect even small changes
in operating wavelength.

Laser radar operates similarly to conventional radar. Laser radar transmits a signal
that is reflected by a target and then collected by the laser radar receiver. Measuring the
round-trip time of the reflected light, the range to the target can be determined to a high
accuracy. Radial velocity of the target is measured by either determining the Doppler shift
of the reflected light or by making two (or more) range measurements and calculating the
rate of change of range.

In direct detection laser radar (Figure 2), a photosensitive element generates a signal
(voltage or current) directly proportional to the received optical energy, identical to the
process for laser range finders and conventional passive optical receivers.
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Figure 2. Direct detection laser radar block diagram from [13].

A block diagram of a typical heterodyne (or coherent) detection laser radar is shown
in Figure 3. The transmitted laser generates an optical signal; the divergence and beam
diameter are then corrected by beam shaping optics to match the rest of the system,
although some systems are unmodified. In monostatic operation, the aperture of the
transmitter also serves as for the receiver. The transmit to receive switch allows the
monostatic operation. The reflected signal from the target is collected by the scanning
optics and beam expander, following which, the transmit to receive switch activates to
direct the signal to the optical mixer, where it is combined by the local oscillator, the
results of which are focused onto a photosensitive detector. Monostatic systems rely on
the reflectance of the signal, as opposed to bistatic applications where the receiver is not
collocated. In the bistatic system, there is no need for the transmit to receive switch, as the
receiver has a dedicated beam expander and scanning optics, but otherwise operates on
the same components of the monostatic system.

Figure 3. Coherent detection LIDAR schematic from [13].

Additionally, conventional heterodyne receivers are distinct in needing separate laser
source for the local oscillator. Homodyne receivers, on the other hand, utilize part of the
laser transmission in the local oscillator for the receiver. Offset homodyne receivers use the
local oscillator beam portion frequency shifted from the transmitted beam.

Although this paper focuses primarily on LIDAR systems, there are also several non-
LIDAR applications of aerospace laser systems. Notably, the laser interferometer space
antenna (LISA) is a space probe designed to measure gravitational waves based on laser
interferometry. In this concept, three probes, one transmitter and two reflectors, allow the
measurement of the relative phase shift to determine the properties of the gravitational
wave [20].
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Laser-based communication is a lower-powered, more-compact, higher-signal-strength
alternative to radio frequency communication systems. The higher bandwidth and speed
of laser communications allows more data to be sent through airborne and spaceborne
platforms. Open path communication systems such as FSO utilize lasers to provide band-
width or optical communication within the line-of-sight range. This technology has a
range of applications, particularly for communications between satellites, due to the long
range, high throughput and low bit error rates but is subject to atmospheric attenuation, as
described in Figure 4 [21,22].

Figure 4. Free space optical communication block diagram. Adapted from [22].

1.2. Structure of the Article

This article is structured as follows:

• Section 2 describes the effects on laser beam performance because of atmospheric
attenuation. Covering the Beer–Lambert law governing transmittance, this section
introduces the atmosphere composition, the dominant linear propagation effects of
absorption and scattering, to then describe the non-linear effects concerning turbulence
and thermodynamic propagative effects and the subsequent empirical models and
theoretical backgrounds individually.

• Section 3 introduces empirical modelling to collectively combine the propagative
effects in terms of laser performance. The benefits of empirical modelling in com-
parison to atmospheric radiative transfer codes are highlighted, and the approaches
are subsequently reflected in practical radiometric measurement techniques for atmo-
spheric extinction.

• Section 4 reviews the main atmospheric radiative transfer codes and emphasizes the
underpinning methodology of the line-by-line analysis, the inherent assumptions and
applications of each model and identifies trends in model development including
more extensive use of absorption and scattering models.

2. Atmospheric Extinction and Transmittance

Atmosphere extinction describes laser beam attenuation as it propagates through
the atmosphere, due to absorption, scattering and other phenomena. As opposed to
conventional optical systems, the interactions between the atmosphere and the laser beam
are unique and have significant consequences for performance. The nature of the very
monochromatic laser radiation propagating within the constituents of the atmosphere
results in these differences. The dominating phenomena of laser beam attenuation are
molecular absorption and particle scattering. Both effects are dependent on the operating
wavelength (absorption strongly so).

The Beer–Lambert law is the fundamental model to determine the overall transmit-
tance as a function of extinction phenomena [23],

τ =
I(z)
I0

= e−γz . (1)

This relates the transmittance, τ, to the difference in irradiance at transmission, I0,
compared to the receiver, Iz, at distance, z, away, which can be described by the attenuation
coefficient, γ. The factors that influence this difference are related to the absorptivity and
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optical depth characteristics of the laser and the medium. Resolved over a single path
length, the equation becomes:

τ = e−
∫ z

0 γ(z)dz , (2)

where the attenuation coefficient is defined by the absorption and scattering properties of
the medium:

γ = αm + βm + αa + βa. (3)

The attenuation coefficient considers the molecular, subscript m, absorption coefficient,
α, scattering coefficient, β, and the aerosol coefficients, subscript a, of absorption and
scattering. The absorption and scattering coefficients are a dependent on the transmitted
wavelength, the cross-section, σa,s, and concentrations, Na,s, of the individual particles
being absorbed or scattered, where the subscript a refers to absorption and subscript s
refers to scattering,

α = σaNa,β = σsNs. (4)

2.1. Atmospheric Properties

The dynamic nature and variability of atmospheric density, pressure, and temperature,
especially in the vertical profile, as shown in Figure 5, is complex and difficult to model.
The effects of the interactions within the atmosphere significantly impact laser beam
performance and need to be accounted for in models attempting to simulate and determine
the laser performance along a path. Attenuation along long path lengths is subject to greater
interactions with aerosols and molecules, resulting in higher propagation and a decrease of
laser beam performance. The distribution of aerosols and molecules along the optical path
is inconsistent and variable with constant altitude. The models invariably generalize about
the atmosphere, and the subsequent interactions with aerosols that attenuate performance
that ultimately reduce the resolution of these atmospheric radiative transfer models.

Figure 5. Atmosphere aerosol vertical profile. Adapted from [24,25].
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The atmospheric composition of molecules is outlined in Table 2. Molecular species
such ozone, water vapor, nitrous oxide, and carbon dioxide with low concentrations and
high vibration and rotational states are the main contributors to molecular absorption in the
visible to IR region [26]. These molecules have greater effects as they have more vibrational
modes than the diatomic molecules (dominating the atmosphere constituents) that have
a single vibrational mode. Absorption of the laser radiation occurs when atmospheric
molecules, vibrational and rotational states coincide with the incident radiation.

Table 2. Atmospheric molecular composition. Adapted from [27], reproduced with permission.

Permanent Constituents Variable Constituents

% by volume % by volume
Nitrogen (N2) 78.084 Water Vapor (H2O) 0–0.04
Oxygen (O2) 20.948 Ozone (O3) 0–12 × 10−4

Argon (Ar) 0.934 Sulfur Dioxide (SO2) 0.001 × 10−4

Carbon Dioxide (CO2) 0.036 Nitrogen Dioxide (NO2) 0.001 × 10−4

Neon (Ne) 18.18 × 10−4 Ammonia (NH3) 0.004 × 10−4

Helium (He) 5.24 × 10−4 Nitric Oxide (NO) 0.0005 × 10−4

Krypton (Kr) 1.14 × 10−4 Hydrogen Sulfide (H2S) 0.00005 × 10−4

Xenon (Xe) 0.089 × 10−4 Nitric acid vapor (HNO3) Trace
Hydrogen (H2) 0.5 × 10−4 Chlorofluorocarbons Trace
Methane (CH4) 1.7 × 10−4

Nitrous Oxide (N2O) 0.3 × 10−4

Carbon Monoxide (CO) 0.08 × 10−4

The atmospheric composition are nominal values of the atmosphere that do not cap-
ture the spatial and temporal variations due to a number of mixing phenomena (turbulence,
convection, etc.).

For the absorption component, the wavelength range of most interest in laser beam
propagation is from the visible spectrum to around 15 µm. The main atmospheric absorbers
under consideration are CO2, water, and ozone, as shown in Figure 6.

Figure 6. Atmospheric transmittance across the spectral range at sea-level along an 1820 m path.
Adapted from [28].

The areas of highest transmittance and the molecules responsible in that band are
depicted in Figure 7. These transmittance peaks can be divided into atmospheric ‘windows’
with the wavelength bounds shown in Table 3. The trend in research has been away from
using atmospheric windows as more sophisticated and accurate models of the absorption
molecules have been developed.
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Figure 7. Absorption line strength of selected molecules from HITRAN 2012 database [29].

Table 3. Atmospheric windows wavelength upper and lower bounds.

Window Number Window Boundaries (µm)

I 0.72–0.94
II 0.94–1.13
III 1.13–1.38
IV 1.38–1.90
V 1.90–2.70
VI 2.70–4.30
VII 4.30–6.00

2.2. Molecular Line Absorption

Molecular line absorption concerns the laser beam photons encountering molecules
and aerosols in the atmosphere and transferring the laser radiation energy to the encoun-
tered atmospheric constituents. This is an incoherent process resulting from the oscillating
dipoles being dampened [30]. Incoherent detection methods are generally favored in
aerospace applications, due to the lower signal-to-noise ratio for lower powered lasers, and
flexibility [31]. For conventional (passive) electro-optical systems, the operating bandwidth
is typically large in comparison to the molecular absorption line width, resulting in the
phenomena being averaged out. With laser systems (active) the effect is more significant.
Typically, these systems operate over long ranges, and the laser gain medium is a naturally
occurring atmosphere gas such as nitrogen or argon. This result in an inevitable coincident
of the laser line with an atmospheric absorption line. Considering the transmitter or target
in motion, the Doppler effect will shift the wavelength on transmission or on reflection
resulting in further attenuation as the laser line coincides with a different atmospheric ab-
sorption line that have relative absorption line strength. Molecular spectroscopic databases
such as the High-Resolution Transmission (HITRAN) database capture the current list
of absorption lines for each particular molecule and isotope throughout the electromag-
netic spectrum, allowing to visualize the relative positions and strengths, as per Figure 8.
Another popular database is the Gestion et Etude des Informations Spectroscopiques Atmo-
sphériques (GEISA). Both HITRAN and GEISA (as well as other databases) are regularly
updated to capture newly characterized absorption bands for an increasing number of
molecules and isotopes or to improve the spectral resolution of already known bands.
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Figure 8. Absorption line profiles, Doppler, Voigt, and Lorentz. From [32], reproduced with permission.

2.2.1. Absorption Line Profile

A zoomed-in perspective of the absorption lines in Figure 7 is shown in Figure 8,
which shows the nature of the absorption lines. The lines have a natural width and are
mainly affected by Doppler and pressure broadening. Doppler broadening accounts for the
motion of the molecules being encountered, shifting, and broadening the absorption lines; it
is most affected by molecular density and temperature. Collision broadening relates to the
broadening of the absorption line because of collision energy transfer, with more pressure,
more collision, and increased broadening of the absorption line. The collision broadening
results in a change to the Lorentz absorption profile and the Doppler broadening effecting
the Gaussian profile. These profiles are combined in the Voigt profile and are widely used
in atmospheric models [33].

2.2.2. Continuum Absorption

The high-resolution transmission codes shown in Figure 8 show narrow discrete
absorption lines. However, the absorption lines are continuous with narrow peaks, as
shown in Figure 8. As described in Figure 9, molecular absorption lines are not discrete, and
while the Voigt line profile does model the line accurately, there is an accumulative error
between measured results and the Voigt profile, due to continuum absorption. The spectral
lines become more spread due to broadening from collisions and Doppler shifts. The
spread results in an overlap between absorption lines. Molecular absorption line clusters
are influenced by strong absorption lines that can overlap with neighboring absorption
lines to cause the continuum, whose contributions are difficult to distinguish. This is
particularly relevant in the 8–13 µm region for water vapor [34].

Figure 9. Rayleigh and Mie scattering profiles.
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For the “window” regions where molecular line absorption is low, the overlap from the
far wings of very strong absorption lines obscures the influence of neighboring absorption
lines. Where the clusters of molecular absorption are much stronger, the individual line
contributions are harder to differentiate. The source and contribution of continuum absorp-
tion is not well understood. While it is a phenomenon that is accounted for and modelled
semi-empirically in atmospheric radiative transfer models, due to the complexity of the con-
tinuum absorption process and an absence of experimental data, there remains uncertainty
about how much continuum absorption contributes to transmission attenuation [28,32].

2.2.3. Transmittance Attenuated by Molecular Line Absorption

Isolating the molecular line absorption effect on transmittance, this is expressed as:

τ( f ) = e−α( f )z , (5)

where α( f ) defines the frequency-dependent absorption coefficient and z describes the
path length. This assumes that the absorption coefficient remains constant for the entirety
of the path length. For cases where α( f ) is not constant along the path length, a more
general expression of transmittance is defined as:

τ( f ) = e−
∫ l

0 σa( f )Ndr . (6)

In which σa( f ) is the absorption cross section, N is the number density of absorbing
molecules and this is integrated over a propagation range of length l.

2.3. Atmospheric Scattering

In atmospheric scattering, there is no energy loss; there is a directional redistribution
that causes the beam intensity to reduce over long ranges. The size of the scatterer aerosol
decides the kind of scattering. Air molecules due to their size (larger than electron but
smaller than λ) lead to Rayleigh scattering; conversely, aerosols (comparable in size to λ)
scatter light based on Mie theory, as described in Table 4. In Figure 9, the distribution as
result of scattering is shown. Furthermore, when the scatterers are relatively large (much
larger than λ), such as the water droplets found in fog, clouds, rain, or snow, the scattering
process is more properly described by diffraction theory.

Table 4. Relative size of scatterer determines the type of atmospheric scattering.

Type of Scattering Size of Scatterer

Rayleigh Scattering Electron Size of Scatterer λ
Mie Scattering Size of Scatterer ≈ λ

Non-selective Scattering Size of Scatterer λ

2.3.1. Aerosols

The interaction of the aerosols suspended in the medium (the atmosphere), with
the incident laser radiation is dependent on the size, concentration, and composition of
the particles. Aerosols are assumed to be spherical, homogeneous, and defined by their
refractive index and radius [28]. A key assumption is the absorption and scattering of
particles that are spherical. For the spherical particle assumption, Maxwell equations can
be used to determine an analytical solution. For random shapes, the T-matrix method can
be used to efficiently approximate and randomize for homogeneous particles based on an
extended boundary condition method [29,35].

In the vertical profile, as shown in Figure 5, the aerosol content is concentrated near
the surface in the boundary layer, between the surface and around 2-km altitude and is
the factor of the meteorological conditions. For example, while water vapor represents
a smaller component of the overall atmosphere, it is highly concentrated around the
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boundary layer. Above this altitude, the aerosol concentration exponentially decreases
with increased altitude; as the density decreases, the aerosol content decreases.

Dust, haze, and smoke are examples of airborne aerosols which are particles sus-
pended in the atmosphere. The size and density of these particles range from 0.3 to 4 µm
with a higher percentage of clusters in urban areas. The aerosol particle size is similar in
size to solar radiation wavelengths, inducing a strong interaction in this band. There is
a greater variability in aerosol scattering, presenting difficulty in accurately modelling.
The atmospheric composition of aerosols is shown in Table 5 and identifies the mixture of
naturally occurring and man-made particulates in the troposphere.

Table 5. Atmospheric aerosol emission sources and estimates. Adapted from [36,37], reproduced
with permission.

Source Amount, Tg/yr [106 Metric Tons/yr]

Range Best Estimate

Natural

Soil Dust 1000–3000 1500
Sea Salt 1000–10,000 1300

Botanical Debris 26–80 50
Volcanic Dust 4–10,000 30

Forest Fires 3–1500 20
Gas-to-particle conversion (total) 100–260 180

Sulphate from H2S 130–200
Ammonium salts from NH3 80–270

Nitrate from NOx 60–430
Hydrocarbons from plant exudations 75–200

Photochemical 40–200 60
Subtotal 2200–24,000 3100

Anthropogenic

Direct Emissions 50–160 120
Gas-to-particle conversion (total) 260–460 330

Sulphate from SO2 130–200
Nitrate from NOx 30–35

Hydrocarbons 15–90
Photochemical 5–25 10

Subtotal 320–640 460

Atmospheric aerosols can be broadly divided into three categories: marine-based
aerosols, desert aerosols and stratospheric aerosols. The marine-based aerosols make up
a larger proportion due to the oceanic surface coverage. These aerosols are composed
mostly of sea salt, which is dominant, and aeroplankton, micro marine biological material
swept into the atmosphere [38]. Volatile organic compounds from oceanic activity can also
be introduced into the atmosphere, oxidize and result in secondary marine aerosols as
shown in Figure 10, which significantly impacts propagation [39]. The lack of sufficiently
accurate large-scale atmospheric models in marine and coastal regions ultimately causes
uncertainty and degraded expected performance of laser-based systems such as LIDAR.
Recently, researchers have continued to develop new adaptive atmospheric models that
are able to accurately determine the aerosol extinction coefficients, the concentration of sea
salt-based aerosols, and relative meteorological conditions such as wind and humidity [40].

Dust from desert regions is the main source of land aerosols and the stratospheric
aerosols are mainly sulfuric acid droplets because of volcanic activity and photochemical
reactions in the lower stratosphere [25]. Using aerosol models, the optical characteristics of
the particulates and the subsequent effect on propagation of the radiation can be estimated.
These models can be generalized or environment specific, in terms of marine, desert,
precipitation or stratospheric aerosols.
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Figure 10. Secondary marine aerosols as a result of biological activity, impacts atmospheric particle
composition [39].

Boundary layer aerosol models include environment-specific models—marine, desert,
fog, urban and rural—and rely on relative humidity and wind conditions to estimate the
atmospheric propagative effects. The effect of high relative humidity results in particle
size changes as water is absorbed, increasing the particle size, changing the makeup and
refractive properties.

2.3.2. Rayleigh Scattering

Laser Rayleigh scattering has been extensively reviewed in the literature [41–43] and is
a function of an induced electric dipole radiation mechanism. The resulting scattering of the
small scattering cross-section is affected by the collective scattering of many molecules, the
anisotropy of the molecules, and inelastic effects resulting from rotational and vibrational
transitions [41]. These effects can cause depolarization and the scattering causes reflection
of the molecular pressure, temperature, and energy states. Additionally, the small scale
applicable for Rayleigh scattering makes it susceptible to background interference [44] and
smaller particle density in comparison to molecules.

Due to the comparatively small size of the particles in the Rayleigh scattering range,
these particles tend to have longer atmospheric lifetimes; i.e., once swept up or suspended
in the atmosphere, the particles take more time to settle on the ground. Rayleigh scatter-
ing is a coherent process as compared to absorption, which is an incoherent process [29].
Rayleigh scattering is mostly considered linear, elastic scattering that is due to the displace-
ment of bound electrons by the incident field. This refers to the molecule’s internal energy
not being changed as a result [41]. This process is depicted in Figure 11. It is described as
an incident harmonic field causes a dipole in the molecule, and the polarizability decides
the displacement [28,29].

Figure 11. Induced dipole in presence of applied harmonic field. Adapted from [45,46].
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The induced dipole oscillates at the same frequency as the incident and emits electro-

magnetic radiation whose spatial distribution
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The scattering cross-section of a single dipole is given by [47]:

σs =

(
e2

m

)2
ω4

6ε2
0πc4

[(
ω2

0 −ω2
)2

+ (Γω)2
] , (7)

where ω0 is the natural frequency, e is the electron charge, ω is the applied frequency,
and Γ is the damping coefficient. For the special case where the applied frequency ω is
much lower than the natural frequency ω0, and where the damping coefficient Γ is small,
Equation (7) becomes [47]:

σs =

(
e2

m

)2

6ε2
0πc4

(
ω

ω0

)4
for ω � ω0 . (8)

To generalize this result, Equation (8) is then multiplied by the oscillator strength f , to
make the result more generic. The oscillator strength f is defined as the effective number
of electrons per molecule that oscillate at the natural frequency ω0. The oscillator strength
f is limited by the quantity of electrons in the molecule. However, the inner electrons are
considered too tightly bound to be included in this interaction. The incorporation of the
oscillator strength f into the final expression for the scattering cross section takes the form:

σs =
f ·e4λ4

0
6ε2

0πm2c4
1
λ4 . (9)

This is the Rayleigh scattering formula for the cross-section. For the visible and near-
infrared region of the spectrum, Rayleigh scattering is often much larger than the molecular
absorption. However, for wavelengths greater than 1 µm, Rayleigh scattering is replaced
by Mie scattering, because of the λ−4 dependence, which may be ignored.

2.3.3. Mie Scattering

The set of Rayleigh scattering equations assume that the laser beam wavelength is
much longer than the radius, a, of the molecule (i.e., λ � a). This assumption means
that the spatial variation of the electric field over the molecular charge distribution can be
ignored. However, when considering scattering particles that are comparable in size to
the laser beam wavelength, the assumptions made in the Rayleigh scattering derivation
cannot be applied. Mie scattering specifically refers to the scattering because of aerosols
in the atmosphere, and the subsequent propagative effects. As shown in Figure 13, the
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attenuation due to Mie scattering in the visible region surpasses the propagation due to
Rayleigh scattering and molecular absorption, even though the aerosol particles resulting
in Mie scattering are considerably smaller than molecules for Rayleigh scattering.

Figure 13. Atmospheric scattering and absorption coefficients. Adapted from [28,47].

Mie scattering theory considers the shape, size, dielectric constant, and absorptivity
of the particle. In Mie scattering, the properties of the scattering are identical for particles
with the same product of the particle radius a and propagation constant k. The product
ka along with the refractive index difference ∆n between the aerosol particle and the air
determine all scattering characteristics.

The Mie attenuation coefficient is calculated based off the interaction described in
Figure 14. In Figure 14, a monochromatic beam of light with a cross-sectional area A and
intensity I is incident on an aerosol cell of volume V = A dz containing an aerosol with
identical spherical particles of radius a. This makes the total cross section of the particles,
σT = NAdzπa2 assuming no one particle shields another particle. Adding the effect of
absorption to the scattering, the attenuation cross section per particle is increased by an
attenuation factor, K, the attenuation cross section, and Kπa2. If no absorption occurs, the
attenuation cross section is equal to the scattering cross section.

Figure 14. Illustrative example of Mie scattering. Adapted from [28].
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From this, the change in intensity of the laser beam as it propagates through, as shown
in Figure 14, is determined by the attenuation coefficient for Mie scattering:

− dI
I

=
Kπa2NAdz

A
= Nσ(a, λ)dz, (10)

where N is the density of the aerosols, and σ is the Mie scattering cross-section. In this
process, energy is removed from the system due to scattering and absorption. This is
considered in the attenuation factor, K.

K(a, λ) = Ks + Ka . (11)

2.4. Nonlinear Propagation Effects

While linear propagation effects dominate the outcomes of laser performance in
the atmosphere, its necessary to consider nonlinear effects such as thermal blooming,
bleaching, kinetic cooling, and aerodynamic effects. Nonlinear effects mainly examine the
thermal effects where the energy resulting from absorption and scattering cause localized
temperature gradients, and unsteady localized atmospheric densities that ultimate create a
lens effect that influences the refractive index properties. The change in refractive index
changes the laser beams irradiance distribution, which again changes the refractive index,
causing the nonlinear behavior.

2.4.1. Thermal Blooming

As the laser beam passes through the atmosphere, it heats the air along the beam path.
Additionally, the absorption process of molecules and aerosols imparts thermal energy
into the medium. The increased temperature and the absorption process create variation in
the air density along the path that result in the refractive index decreasing [32]. Variation
of the refractive index causes the beam to ‘bloom’ and propagate, reducing the beam’s
irradiance. The irradiance profile of a laser beam propagating due to thermal blooming is
observed in Figure 15. Thermal blooming is particularly relevant for high energy lasers
and presents a limiting factor on the maximum power that can be transmitted [48]. For
large-scale thermal blooming instabilities, it is appropriate to refer to the distortion and
deflection of the whole beam path; however, recent studies have sought to explore the
small-scale effects for lower-powered lasers [49].

Figure 15. Thermal blooming with a transverse wind. Adapted from [32].

Wind conditions have a significant impact on the propagation due thermal blooming.
Considering high wind speeds, the air moving through the laser beam path is moved
quickly through, resulting in less absorption, and thus less change to the density, and
subsequently, the refractive index, and less observed propagation. For slower moving
winds, the Gaussian profile of the beam shifts into a steady state profile, indicating the
wind direction, where the peak irradiance is moved as a result [32].
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Empirical models have been developed to show the difference between the bloomed
and un-bloomed peak irradiance that consider the intensity distribution changes due to
the wind. The ratio, b, of the bloomed, I(B), and unbloomed, I(UB), irradiance is given
by [50]:

b(z) =
I(B)

I(UB)
=

1
1 + 0.0625N2 , (12)

where:

N = N0

[
2
z2

∫ z

0

a0

a(z′)
dz′

∫ z′

0

a2
0v0e−γz′′

a2(z′′ )v(z′′ )
dz′′
]

, (13)

N0 =
−nTαmPz2

πd0v0cpa3
0

. (14)

In the above Equation (13), N describes the thermal distortion parameter, which is a
function of the wind velocity, v0 the change in temperature, nT , density, d0, and specific
heat, cp, for a collimated Gaussian beam with a radius, a0, power, P, and range, z.

2.4.2. Kinetic Cooling

As opposed to the thermal blooming effect, for certain circumstances, the laser energy
briefly cools the atmosphere in the optical path. It is assumed that during the gas absorption
process, the resulting energy is converted to heat instantaneously. However, there is a
relaxation period, if sufficiently slow, which is particularly relevant for high-powered CO2
lasers, a temperature drop occurs [51]. As a result, the refractive index and gas density
increase, focusing the laser.

2.4.3. Bleaching

Atmospheric transmittance can also be decreased by very short laser beam pulses (in
the region of 1 to µs) that saturate the absorption process, a thermo-optical phenomenon
known as bleaching. The absorption process being disrupted is the hydrodynamic mech-
anism; thermal effects result in the laser beam target expansion, causing a reduction in
the absorption coefficient, α, and a decrease in the density [52]. This nonlinear effect is
applicable to low irradiance pulses that are strongly affected in pulse shape and energy; in
contrast, high irradiance pulses are less effected, mostly around the leading edge, and the
pulse energy is less attenuated [28]. The decrease in absorption coefficient is observed in
Figure 16. Bleaching effects are dependent on the pulse duration, to overcome potential
propagation due to bleaching, the pulse duration should satisfy t� w/vs, where t is the
time duration, w/vs is hydrodynamic time composed of w, beam spot size and vs is the
speed of sound.

2.4.4. Aerodynamic Effects

For airborne sensors, the propagation can be affected by the boundary layer (laminar
or turbulent), and the inviscid flow as the compressible air is accelerated around the
fuselage near the sensor. A window flush with the aircraft fuselage can largely negate
these effects, except for high powered laser which may induce thermal propagative effects
because of the window. In cases where the laser is mounted is more of a protuberance in
the airflow, the boundary layer effects dictate the optical performance. Laminar boundary
layers produce negligible effects, but turbulent flow behavior results in unsteady air density,
resulting in refractive index flux and significant attenuation [26]. The optical wave-front
variance because of aerodynamic turbulence is determined by the density flux, ρ′, the
length along the optical axis, lz, and the length of the path through the turbulent field, L
as expressed in Equation (15). This is related by the Gladstone–Dale parameter, G, which
relates the change in refractive index to the change in atmospheric density [53],

σ2 = 2G2
∫ L

0
ρ′2lzdz for lz � L. (15)
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For cases when the condition lz � L is not met, which can occur in the presence of
shear layers, the effect is overestimated.

For inviscid flow, where Mach 0.3, the compressible effect of the air flow imparts a
temperature increase, the density can be stable or unstable, and this distorts the optical
performance. The variations in temperature and density due to increased compressible
flow effects is related through well-known adiabatic processes.

Figure 16. Absorption coefficient saturated by short pulses [28,47].

2.5. Propagation through Haze, Fog and Rain

Laser beam attenuation is greatly affected by precipitation, in the atmosphere. As
shown in Figure 17, the attenuation coefficients are greatly affected by fog, rain, and bulk
water in the 0.6–15 µm wavelength range. Figure 17 shows the scale of attenuation because
of fog compared to rain, which has a significant impact on laser performance.

Figure 17. Attenuation due to fog, rain, and drizzle. From [54], reproduced with permission.
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The propagative effects are similarly aligned with scattering size factors associated
with Mie scattering. Haze, composed of fine particles in the size region of 0.5 µm, increases
in size during high humidity. Fog consists of water droplets with a radius greater than
0.5 µm. While Mie scattering attenuation depends on wavelength, for sufficiently large
droplets where the radius is greater than 10 λ, the scattering becomes independent of
wavelength. Transmittance along a 1800 m path through different rainfall rates is shown in
Table 6.

Table 6. Laser transmittance through rainfall [47].

Rainfall Rate (cm/h) Transmittance, τ, for 1800 m Path

0.25 0.88
1.25 0.74
2.5 0.65
10.0 0.38

Some computer models such as LOWTRAN give good approximations of the propaga-
tive effects of precipitation on transmittance, by using empirical methods to characterize
the rain intensity, as shown in Table 7.

Table 7. Rain intensity characterization [47].

Rain Intensity Rainfall (mm/h)

Mist 0.025
Drizzle 0.25
Light 1.0

Moderate 4.0
Heavy 16

Thundershower 40
Cloudburst 100

Absorption is a factor that also needs to be considered and included into the scattering
losses that the scattering coefficient, β, the rainfall rate, ∆x

∆t , and the droplet radius, a,

βrain = 1.25·10−6 ∆x/∆t
a3 . (16)

2.6. Propagation through Atmospheric Turbulence

The distortive effect of atmospheric turbulence on laser propagation prohibits long-
range FSO unless implementing adaptive optics to correct for it. To correct for the turbu-
lence propagation, numerical modelling of different effects is implemented. Changes in
temperature and convection result in atmospheric turbulence, through wind. The wind can
have laminar or transition to turbulent flow. The laminar flow has uniform characteristics
while turbulent flow has fluctuations of velocity and temperature, causing fluctuations of
the density and refractive index [55]. The distortive effect on optical systems is substantial
and necessitates accurate physical models of the propagation through turbulence. The
turbulence results in unsteady, inconsistent atmospheric properties, a problem exacerbated
over long path lengths. The atmosphere cannot be considered isotropic or homogeneous,
as the turbulence causes the refractive index, and density to fluctuate. However, the
physical models of atmospheric turbulence often assume that of homogeneous isotropic
turbulence in the absence of a high-resolution model. The atmosphere can be approximated
to be homogeneous and isotropic over limited time and space to a reasonable degree [56].
Non-homogeneous and anisotropic assumptions with velocity and temperature gradient
profiles are challenging to implement in computer models, with the need to include mul-
tiple scales of mechanical and optical turbulence within a fine mesh [57]. Contemporary
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turbulence models are based on a statistical approach developed by Kolmogorov to re-
solve the uncertainty and random behaviors to better match the observed conditions [58].
Further improvement of this approach related the temperature changes more directly to
the refractive index fluctuations as expressed by the refractive index structure coefficient
C2

n. The Kolmogorov-based models can be thought of as ‘ideal’ atmospheric turbulence;
however, there are cases of non-Kolmogorov statistics in atmospheric turbulence which
also result in laser attenuation [59,60].

The Kolmogorov model assumes that turbulent flow is composed of large eddies
which transfer their energy to smaller eddies. The larger eddies are characterized by
an average outer size, L0, which range from the lesser of 100 m or 0.2× height above
ground [28,61]. From this wave number, K, can be determined:

K0 =

(
2π

L0

)
. (17)

For values of K K0, the turbulence is mainly influenced by the local terrain and wind
conditions. For the smaller eddies, they are characterized by an inner scale l0, of range
0.1–1 cm. At this small scale, the turbulence is not capable of sustaining itself as the
turbulent energy is converted to heat due to friction [58]. The wave number for this
condition is:

Km =

(
2π

l0

)
. (18)

The range between L0, K0, and l0, Km is called the subrange, where it is assumed by
these models that the eddies are statistically homogeneous and isotropic. Additionally, the
refractive index is assumed to be time-independent over very short time periods where the
turbulence is ‘frozen’ and moved by the mean wind velocity into the optical path [62].

This provides the basis of contemporary approaches to optical turbulence modelling,
which makes several simplifying assumptions of a complex and dynamic phenomena that
is dependent on wind velocity, temperature, pressure, and humidity. This highlights the
need to continue to improve these models to achieve higher accuracy in predicting laser
atmospheric propagation.

2.6.1. Refractive Index Structure Coefficient

The effect of turbulence causes a change to the refractive index; these disturbances
are reflected in the refractive index structure coefficient, C2

n, which is a function of a
temperature structure parameter, CT , as expressed in Equation (19) from [47,63],

Cn
2 =

[
79·10−6 P

T2

]2
CT

2, (19)

CT
2 =

(
T
(→

x
)
− T

(→
x +

→
r
))2

r−2/3, (20)

where P is the pressure (mbar) and T is the temperature at two points some distance, r,
apart. CT is determined by the difference in temperature between two points, related to a
temperature variation power law along the path [64,65]. In Equation (20),

→
x and

→
r are the

position vectors and r is the magnitude. Typical value ranges for Cn are shown in Table 8,
although commonly expressed as C2

n in m−2/3 [66,67].

Table 8. Typical refractive index structure coefficient values for turbulence adapted from [47].

Turbulence Strength Refractive Index Structure Coefficient, C2
n

Strong C2
n = 5× 10−14 [m−2/3]

Intermediate C2
n = 4× 10−16 [m−2/3]

Weak C2
n = 8× 10−18 [m−2/3]
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Since the parameters that govern C2
n are generally themselves a function of altitude,

the coefficient decreases with increased altitude. This is not always the case, as for a lot
of sites, a turbulent layer at an altitude of around 12 km, there is a maximum value for
C2

n [68,69]. This atmospheric fluctuations and difficulty in attempting to characterize the
behavior; hence, a number of different approaches have been taken. The general expression
for C2

n as a function of only height is:

C2
n(h) = C2

n0h−be(
−h
h′ ). (21)

In this case, particular models such Fried’s, Brookner’s, and Tatarski’s select values
for b, C2

n0, and h′ that best match experimental measurements, except Tatarski’s, which
is theoretical. There is great disparity between all of the models, as shown in Figure 18.
The model parameters are outlined in Table 7. Subsequently, the formulations based on
Kolmogorov’s turbulence are collected in Tables 9 and 10.

Table 9. Refractive index structure coefficient model parameters.

b h
′

C2
n0 Reference

Fried’s Model 1/3 3200 m 4.22× 10−14 m−1/3 [70]
Brookner’s Model 5/6 320 m 3.6× 10−13 m−1/6 [71]
Tatarski’s Model 4/3 ∞ 4.16× 10−13 m−2/3 [72]
Hufnagel Condition I −10 1000 m 5.94× 10−53 m−2/3 [73]
Hufnagel Condition II 0 1500 m 2.7× 10−16 m−2/3 [73]

Table 10. Full equations for Fried’s, Brookner’s, and Tatarski’s methods.

C2
n Equation Ref.

Fried’s Model C2
n(h) = 4.22× 10−14h−1/3e(−

h
3200 ) m−2/3 (22) [70]

Brookner’s Model C2
n(h) = 3.6× 10−13h−5/6e(−

h
320 ) m−2/3 (23) [71]

Tatarski’s Model C2
n(h) = 4.16× 10−14h−4/3 m−2/3 (24) [72]

Hufnagel Model C2
n(h) = 2.7× 10−16

[
2.2× 10−37h10( w

27
)2 × e(

−h
1000 ) + e(

−h
1500 )

]
(25) [73]

The Hufnagel model combines two sets of parameters from Equation (21) and ac-
counts for the average wind speed but is only valid in the altitude range of 3–24 km.
Overall, Tatarski-based methods are most appropriately used for relatively low-altitude
applications, while others are more suited for higher elevations. This disparity is high-
lighted in Figure 18. Despite the refractive index being a major factor in laser atmospheric
propagation, there remain gaps in the ability to accurately model the effect of turbulence.
The lack of reconciliation between the models emphasizes the discrepancy in application.
For airborne sensors surveying at variable altitudes, the application of one model over
another and transition between models are not well-resolved.

The profile of C2
n can be accurately measured using thermosondes onboard sounding

balloons, but this is largely impractical for most purposes. Table 11 shows some typical
values of C2

n and how the coefficient is affected by height.
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Figure 18. Height-based refractive index structure coefficient: Fried’s, Brookner’s, Tatarski’s, and
Hufnagel’s models [74].

Table 11. Refractive index structure coefficient as a function of height (typical values) adapted
from [47,62].

Altitude (km) Cn

(
m−1/3

)
×108

0.001 30
0.003 20
0.01 15
0.03 10
0.1 6
0.3 4
1.0 1
3.0 1

Previous work on modeling C2
n includes Fried’s [70] estimates the coefficient using

mean profiles, a methodology expanded on by Wyngaard [75] through application to
the atmospheric surface layer and by Beland [76] for the stratosphere. Using a statistical
approach resulted in good accuracy with observed data of the averages of the optical
atmospheric turbulent effects but ultimately cannot capture the fluctuations that cause
turbulent layer intensity [68]. This approach achieves high correlation with measured
data; however, the causes of higher and lower correlation are unclear [77]. Factors such
as the homogeneity of optical turbulence assumption and microclimate conditions that
are difficult to include highlight the complexity and limitations of applying a statistical
approach to the highly dynamic turbulent structure.

More recent developments to obtain C2
n are based on the work of Tatarski and the

turbulence estimation theory [58]. This approach incorporates meteorological parameters
with particular emphasis on the effect of the outer scale, L0, with altitude [78], wind
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shear [79], incorporating temperature gradients [80], and statistically driven profiles that
are functions of altitude that aim to outperform numerical and Tatarski derived values for
C2

n [81].
Dewan’s [82] model is a particularly popular Tatarski-based method because of its

use of wind shear and temperature gradients in the vertical profile for applications such
as ground-based telescope design and laser communication links. Dewan developed a

statistical relation of the L
4
3
0 relationship modifying the Tatarski formula [79],

C2
n = 2.8

((
79× 10−6P

)
T2

)2

(0.1)
4
3

(
∂T
∂Z

+ γd

)2
10Y, (26)

where Y relates to a linear wind shear function determined by the altitude [82],

Y = 1.64 + 42.0×Wind Shear For the Troposphere, (27)

Y = 0.506 + 50.0×Wind Shear For the Stratosphere. (28)

Parameterization performed using this approach found that the linear Y function had
inaccuracies across the lower troposphere, which resulted in the optical turbulence effects
being underestimated [79].

Recent advances in the definition of optical turbulence characteristics are applied
to adaptive optics to enhance image correction, particularly in telescopes where altitude
variation impacts resolution. Considering the vertical profile and wind velocity profiles,
these measurements change appreciably both in short and longer time intervals. The Fried’s
radius of the rugged wavefront explored has the key characteristic which is estimated based
on the S-DIMM+ method. The S-DIMM+ method is an example of the developing methods
for estimating altitudes of atmospheric layers with strong turbulence. This relies on the
cross-correlation of displacement in sub-images and vertical distribution of the refractive
index fluctuations [83]. Using a Shack–Hartmann sensor, [83] demonstrated the S-DIMM+
by examining the spatial cross-correlation functions of the jitter from images taken from
the large vacuum solar telescope. Scintillation detection and ranging (SCIDAR) [84] and
slope detection and ranging (SLODAR) are other examples of emerging techniques being
used to produce high-resolution optical turbulent characteristics for telescopic applications.
Weather research and forecasting (WRF) models are increasingly being implemented in
atmospheric performance prediction and are able to estimate C2

n to a high degree of accuracy
at different altitudes, as highlighted in the literature [85,86] in comparison to sounding data.

2.6.2. Turbulence Effects

A laser beam encountering turbulence in the atmosphere along the optical path
experiences degradation of performance as result of three phenomena: beam spreading,
scintillation, and beam wander. Scintillation and spreading can be attributed to short pulse
lengths and wander for long exposure times [87]. Beam spreading is a result of diffraction
while scintillation is a prominent area of research involving refractive index fluctuations
due to thermal effects. For scintillation, along long paths different parts of the path act as
weak lenses that deflect the path for a timescale that is affected by wind [88].

Using the atmospheric turbulence characteristics described above, the laser beam
performance can be assessed. As depicted in Figure 19, the laser characteristics of interest
are the operating wavelength, λ, the focal length, including the use of a beam expander, f ,
and the transmitting beam diameter, d. The turbulent characteristics, as described before,
include the refractive index structure coefficient, C2

n, and the inner, l0, and outer, L0, scales
of the turbulent eddies.
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Figure 19. Laser beam performance characteristic through atmospheric turbulence [28,47].

For laser beams encountering large-scale turbulent cells along the optical path, where
the scale size is greater than the beam diameter, this causes beam wander. This occurs
when the turbulent cells cause a weak lens effect distorting the beam path in a random
way, but the beam diameter remains the same, as shown in Figure 20. For applications
where the laser beam must remain on a target for extended periods of time, this problem
must be overcome for high accuracy. The work of Chiba [89] serves as the basis of beam
wander formulations by considering a collimated beam, which was further expanded on
through the use of the Huygens–Fresnel approach accounting for Gaussian beams and
focused beam propagation [90]. The work of Tofsted used numerical methods to find that
the refractive index size had the most significant impact on beam wander [91].

Figure 20. Beam wander as a result of laser beam deflection by turbulent cells greater than the beam
diameter. Adapted from [47].

The radial variance from the target is expressed as [89]:

σ2
r = 1.90·C2

n
L3

2w0
, (29)

where L is the distance to the target, C2
n is the refractive index structure coefficient, and

w0 is the beam size at the point of transmission. Alternatively, [47] expresses the beam
wander as a function of wavelength, λ. This demonstrates an independent relationship
with wavelength.

σ2
r = 1.83·C2

n
6

√
L17

λ
. (30)

Alternatively, when the beam encounters turbulent cells smaller than the beam di-
ameter, scintillation occurs, wherein the laser beam’s intensity is distorted, as shown in
Figure 21.



Atmosphere 2021, 12, 918 26 of 47

Figure 21. Beam intensity profile is distorted by turbulent cells smaller than the beam diameter.
Adapted from [47].

As a result of the scintillation, diffraction occurs, causing deflection of the laser beam
intensity, which can be modelled by a log normal distribution for small fluctuations and a
gamma–gamma model for medium to strong turbulence [87,92].

Turbulence will also cause the beam to spread in excess of the prediction for diffrac-
tion [87]. Diffraction of the beam diameter for a circular aperture with diameter, d, is a
function of the focal length, f , and wavelength, λ [93],

d0 =
fλ
d

. (31)

In practice, the turbulent cells causing increased beam spreading has been observed
experimentally [94]. Different mathematical models have been developed to predict the
beam diameter due to turbulence-induced spreading [95–97]. These models rely on the
assumptions of homogeneous turbulence and the scale of the turbulent cells, but some
consider that the spread results from non-Kolmogorov turbulence [96].

2.6.3. Astronomical Refraction

For very large path lengths, the laser beam propagative path bends, dependent on the
height, r; this is relevant for satellite communication links using FSO. The resulting bend
arc radius, R, is expressed as a function of the refractive index, n,

R−1 =
dθ

dz
=

1
n(r)

dn
dr

. (32)

The beam deflection, θ, along the path length, z, reliant on the changes in the atmo-
spheric refractive index, is further derived based on the refractive index relationship with
altitude-dependent atmospheric parameters, temperature, T, and pressure, P [47]:

dθ

dz
= 79× 10−6

(
1
T

dp
dr
− P

T2
dT
dr

)
. (33)

For long optical paths, the bending is a slow phenomenon [93], and for normal
atmospheric conditions, the beam will tend to bend downwards.

3. Combined and Empirical Propagation Models

For most practical applications, it is necessary to adopt a comprehensive propagation
model, capturing many different linear and nonlinear effects simultaneously. In some
instances, the limited knowledge of local thermodynamic conditions makes the use of
empirical propagation models more opportune. This section presents theoretical and
empirical formulations which allow to merge the previously introduced models in a more
comprehensive manner.
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Assuming a Gaussian profile, the atmospheric propagation effects can be combined
into a general equation for the peak irradiance, taking into account scattering, absorption,
atmospheric turbulence, jitter, thermal blooming, and diffraction effects [50]:

Ip(z, λ) =
b(z) τ(z, λ) P(λ)

π (a2
d(z, λ) + a2

j (z) + a2
t (z, λ)

. (34)

For Equation (34), z is the path length, λ is the wavelength, P(λ) is the transmitted
power, b is the effect of thermal blooming, and τ(z, λ) is the transmittance coefficient
(absorption and scattering). Diffraction, ad, jitter, aj, and turbulence, at, for a 1/e beam can
be determined by the following relationships:

ad(z, λ) =
Qzλ
2πa0

, (35)

where a0 is the beam radius for a 1/e beam, and Q is a beam quality factor.

a2
j = 2 Θ2

x z2, (36)

where Θ2
x is the variance of angle jitter along a single axis, which is assumed to be equal

to Θ2
y .

at(z, λ) =
2 C6/5

n z8/5

λ1/5 , (37)

where C2
n is a refractive index structure constant.

3.1. Laser Range Equation

For lasers, the range performance can be estimated by [98]:

PR =
PTGT

4πR2 ·
σ

4πR2 ·
πD2

4
· τatmτsys. (38)

This shows the relationship between the received power, PR, with the transmitted
power, PT , the antenna gain, GT , the target cross-section, σ, the aperture diameter, D, and
the atmospheric and system transmission factors, τatm and τsys. The antenna gain can be
expressed as a function of the transmitter beamwidth, α, and is applicable for only far-field
applications (larger than 2D2

λ ),

GT =
4π

α2 , (39)

where α is a function of an illumination constant, Ka, and wavelength, λ:

α = Ka
λ

D
. (40)

Substituting in Equation (38), the performance of laser in the far-field can be deter-
mined by:

PR =
PT σ D4 τatm τsys

16 R4 λ2 K2
a

. (41)

3.2. Signal to Noise Ratio

The receiver not only receives the transmitted beam but also receives contributions
from cloud reflection, sunlight etc. These signals interfere with the interpretation of the
received signal, which remains the basis for atmospheric extinction measurement. As
described in Figure 22, the signal at the receiver is composed of two components, power
from the source, PSIG, and the power of the signal due to optical background, PBK.
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Figure 22. Receiver system for lasers. Adapted from [28].

The background signal is filtered out through the signal to noise ratio (SNR). The
general expression for a laser system is described in Equation (42) [99],

SNR =
i2SIG

i2SN + i2TH + i2BK + i2DK + i2LO
. (42)

In this instance, i2 describes the mean square; signal current (subscript SIG), shot
noise current (subscript SN), thermal noise current (subscript TH), background noise
current (subscript BK), dark noise current (subscript DK), and local oscillator noise current
(subscript LO). The SNR at the receiver is dependent on whether it is coherent (in phase) or
incoherent (out of phase). Coherent receivers are typically immune to background noise
since the receiver is only receiving in phase signals originating from the laser source.

3.3. Laser Beam Transmittance along a Slant Path

Propagation along a slant path is described in Figure 23, and expressed using the more
general expression in Equation (43), and considering a slant path laser beam propagation,
the transmittance because of molecular line absorption is given by:

τ( f ) = e− sec (θ)
∫ y+r cos θ

0 N(y)σa( f ,y)dy . (43)

Figure 23. Geometry of a laser beam propagation along a slant path adapted from [28].

The integrand in Equation (43), N(y), can be expressed in terms of the altitude, y,
atmospheric pressure, p(y), and the fractional concentration, f (y), based on the ideal
gas law,

N(y) = f (y)p(y)/kT(y). (44)

Assuming for an isothermal atmosphere and air as an ideal gas, the atmospheric
pressure is a function of altitude:

p(y) = p0e−y/H , (45)

where H = kT/mg and is called the scale height, which the pressure in an isothermal atmo-
sphere of constant composition reduces by a factor of e−1. Subsequently, m = (∑j mjNj)/N
is the average molecular mass and g is gravity. The assumptions made in Equation (44)
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exclude ozone and water vapor concentrations as they are more related to altitude and
relative humidity, respectively.

Assuming the absorption cross section, σa( f ) can be described as a Lorentz line shape
consisting of line width ∆ f , then:

∆ f = ∆ f0

(
p(y)
p0

)√ T0
T(y)

. (46)

This assumption proposes that the dominant line-broadening mechanism is caused by
collisions. In Equation (46), the subscript 0 refers to a reference altitude. In the atmosphere,
there occurs more collisions of the absorbing molecules with N2 and O2, resulting in the
broadening pressure in Equation (46), being simplified as the total atmospheric pressure at
a certain altitude. The absorption cross section is then expressed as a function of frequency
and altitude,

σa( f , y) =
S(y)∆ f (y)

2π

[
( f − f0)

2 +
(

∆ f (y)
2

)2
] , (47)

and S(y) is the line intensity (or strength):

S(y) =
∫ ∞

−∞
σa( f , y)d f . (48)

At laser frequency f , the total molecular absorption coefficient is the sum of each
molecular species present and the various allowed transitions that contribute to the total
absorption coefficient:

α( f ) = ∑
i

∑
j

Sij(y)∆ fij(y)Nj(y)

2π

[(
f − f0,ij

)2
+
(

∆ fij(y)
2

)2
] . (49)

In Equation (49), the subscript i refers to the ith line of the jth molecular species with
the number density Nj(y).

The width of the laser is very narrow, which necessitates the need for correspondingly
high-resolution spectral absorption lines. Some of the available data have quite wide
ranges that are less applicable to laser beam absorption. Higher resolution spectral data is
increasingly available through transmission codes (e.g., HITRAN, etc.) which is shown in
Figure 8. Regarding the accuracy of these databases, the underlying assumptions ultimately
determine the accuracy of the performance models.

Due to the need for high-resolution data, it is sometimes desirable to calculate the
atmospheric absorption coefficient. Combining Equations (43) and (49), the atmospheric
transmittance at the frequency f is given by:

τ( f ) = e

− sec θ
2π

∫ y+r cos θ
0 ∑

i
∑
j

Sij(y)∆ fij(y)Nj(y)

2π[( f− f0,ij)
2+(

∆ fij(y)
2 )

2
]

dy

. (50)

An exact solution for Equation (50) is not feasible and, as a result, models sometimes
make broad assumptions about the atmospheric conditions to simplify the absorption coef-
ficient. Several different models have compiled numerous known molecular absorption
lines that allow for a theoretical solution of the absorption coefficient; however, these mod-
els have some limitations. Slant path modelling is highly relevant for airborne applications,
with the variation of altitude over long ranges, impacting performance in ways that are not
well-captured or easily determined by the above derivation.
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3.4. Particle Retrieval

Using LIDAR systems, measurements of the atmospheric transmission parameters
discussed above, at different wavelengths is used to retrieve the atmospheric constituents.
These systems operate through processing amplitude, frequency, and polarization analysis,
which is then converted to the desired atmosphere component. Inversion LIDAR algo-
rithms are typically utilized to solve for the atmospheric data. As suggested in [28], NIR
wavelengths measured use passive NIR imaging processes, from which particle concentra-
tions can be determined by LIDAR inversion algorithms. In this case, a priori information
about the transmitter including the Gaussian profile, geometry, and polarization state
as well as the spectral reflectance of the target is needed for particle retrieval. Current
inversion LIDAR algorithms aim to reduce the amount the prior information, especially
for airborne systems, to create greater flexibility for the system and to remove the need for
complimentary sensors. Inversion algorithms are difficult to evolve because the optical data
(input) are inherently related to the microphysical variables through non-linear integral
equations such as the Fredholm equations, shown in Equation (51), that are not able to be
resolved analytically. For atmospheric retrieval, the Fredholm equation is expressed as:

α(λ), β(λ) =
∫

Kα,β(r, n, k, λ)D(r)dr, (51)

where α(λ) and β(λ) are the optical data in terms of absorption and scattering, and Kα,β is
the kernel function for the atmosphere. This is inclusive of the particle size and refractive
index, and D(r) is the distribution of these particles. The solution for Equation (51) is an
inverse problem. The solutions are inherently characterized by uncertainty in the input
data, and incompleteness of the solution space that is not accurate to real-world conditions.
Solving the equation relies on prior knowledge independent of the measurements. Using a
probabilistic Bayesian approach, the state vector of known prior information, with y as the
measurement vector (with radiances) and x the concentration of a particular molecule or
aerosol, f as the transfer function, b as the external factors and ε is the measurement noise,
then the general remote sensing equation is:

y = f (x, b) + ε. (52)

Vector b can include reflective measurement features such as BRDF and temperature
as well as atmospheric properties including vertical profile data, turbulence, clouds, and
water vapor, and the characteristics of the measurement equipment. The inverse problem
relates to retrieving x̂, which is an estimated value of x from Equation (52). Similarly, b̂ is
the estimated value of non-retrieved variables, b,

x̂ = R
(

y, b̂
)
= R

(
f (x, b) + ε, b̂

)
, (53)

where, R is the radiative transfer function. The radiative transfer function is the cornerstone
of many atmospheric simulation models and is discussed in further depth in Section 4.
The prior knowledge needed by the system can be characterized by a state vector xa and
covariance matrix Sa, which is typically included in simulation models [100]. For most
retrieval algorithms, Mie theory is predominant for the aerosols, but a trend towards
more randomly distributed non-spherical particles is being developed to better represent
physical conditions. The inverse problem then becomes:

x̂ = R
(

y, b̂, xa

)
. (54)

Inversion techniques are continually being developed; of these, inversion with regu-
larization is popular as it reduces the oscillations that are generally problematic for remote
sensing applications [101]. This is achieved by constraining the problem, by smoothing the
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particle size distribution and using kernel functions to obtain the average particle radius,
refractive index, and concentrations. The inversion algorithm is described in Figure 24.

Figure 24. Regularization approach to the inverse problem from [28].

3.5. Elder–Strong–Langer Model for Absorption

Since there is much uncertainty about the atmospheric properties, and there is limited
ability to determine the exact nature of the conditions, it becomes necessary to examine
empirical models for atmospheric modelling. The case for atmospheric radiative transfer
codes is undermined by a lack of comprehensive coverage and representation of the re-
alistic atmospheric conditions and subsequent propagative effects. Empirical modelling
is better able to support the uncertainty propagation and statistical analysis, which is
an integral aspect of the propagative effects. These effects, as previously demonstrated,
are underpinned by statistical analysis, and fitting-based models that are subjective to
field measurement instruments and techniques (highlighted below). The advantage of the
empirical models is that they are more explainable, and can be used to design and size
instrumentation, and parametric/sensitivity studies can be performed to better understand
the comparative attenuation effects. The comprehensive and flexible nature of empirical
models contrasts with radiative transfer codes and their limited view on the atmospheric
conditions. One such empirical model, the Elder–Strong–Langer (ESL) approach was
proposed as an appropriate methodology to estimate the absorption coefficient that has
seen widespread use in the defense sector. Elder and Strong developed an approximate
value for the coefficient [5]. This was later modified by Langer, who incorporated humid-
ity. The advantage of this approach is that it relates the ith transmission window to the
relative humidity, which is easy to measure. The ESL model assumes that fluctuations
in the transmission are directly related to the humidity, as the water content changes the
absorption and increases the size of the particles and droplets in the atmosphere, which
influences the scattering component. This assumption considers the other atmospheric
constituents as uniform in each atmospheric window, with the greatest variation being the
water content. The ESL model considers the water content in the beam path to be measured
as the precipitable water in millimeters, w′, condensed, which can be determined by:

w′ = 10−3ρ, (55)

where ρ is the density (humidity component), z is the path length, and w is the total
precipitable water.

w = 10−3ρ·z. (56)
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The relationship between the density of the water vapor and the relative humidity
(RH) (and temperature can be determined based on Middleton’s contribution to ESL, which
is useful in implementation in computer models [6],

ρ = 1322.8
RH
T

e[
25.22(T−273.16)

T −5.31 ln ( T
273.16 )]. (57)

Langer developed two empirical formulas, based on Elder and Strong’s work to
calculate the absorption transmittance, τai, applicable to each transmission window and
precipitable water content [28],

τai = e−Ai
√

w for w < wi , (58)

τai = ki

(wi
w

)βi
for w > wi . (59)

For each of the i, transmission windows, the constants, Ai, ki, βi, and wi are compiled
in Table 12.

Table 12. Constant values used in Equations (58) and (59) adapted from [28].

Constants Ai ki βi wi

Window
I 0.0305 0.800 0.112 54
II 0.0363 0.765 0.134 54
III 0.1303 0.830 0.093 2.0
IV 0.211 0.802 0.111 1.1
V 0.350 0.814 0.1035 0.35
VI 0.373 0.827 0.095 0.26
VII 0.598 0.784 0.122 0.165

This approach is valid for horizontal path lengths near sea level, for wavelengths
within the transmission windows. The total transmittance must also consider the propaga-
tive effects of scattering, τsi.

3.6. Elder–Strong–Langer Model for Scattering

It is difficult to quantify an analytical relationship of the scattering effect on trans-
mittance that is accurate over a wide range of conditions, as demonstrated by [25]. An
empirical approach is typical used to determine the scattering coefficient:

β(λ) = C1λ
−δ + C2λ

−4, (60)

where C1, C2 and δ are constants based on the concentration and size of the aerosol
distribution. The second term in the equation, C2λ

−4, is associated with Rayleigh scattering,
and its effects become negligible for wavelengths greater than 0.3 µm. δ ≈ 1.3± 0.3 is
a typical value that has been used to produce good results for particle-sized aerosol
applications [47].

To relate the constants, C1, and δ to atmospheric properties, the subjective property of
visibility is used, as demonstrated by [102]. This exploits the relative contrast, Cz, between
the apparent radiance of the source, Rsz, and in the background, Rbz, at some distance,
z, away,

Cz =
Rsz − Rbz

Rbz
. (61)
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For a wavelength value of λ = 0.55 µm (where the absorption factor becomes insignif-
icant), the distance ratio between them is the visual range,

V =
Cz

C0
=

Rsz−Rbz
Rbz

Rs0−Rb0
Rb0

, (62)

where V is the visual range, as opposed the standard observer visibility, Vobs, which is
defined as the distance at which the naked eye can identify objects. Observer visibility is
very subjective, based on the observer, but visibility itself is a function of the scattering
properties of the aerosols suspended in the atmosphere. In some cases, Vobs can be used to
estimate the meteorological range, V [6],

V ≈ (1.3± 0.3)·Vobs. (63)

Furthermore, the assumption that the radiance at the source is significantly greater
than for the background can be made, and that the background radiance is constant. This
results in Rs � Rb and Rb0 = Rbz for λ = 0.55, which, based on Equation (62), makes the
follow derivation:

Rsv

Rs0
= e−βV = 0.02, (64)

ln
(

Rsv

Rs0

)
= −βV = −3.91, (65)

β =
3.91
V

= C1λ
−6, (66)

C1 =
3.91
V
·0.55δ. (67)

From this derivation, the contribution to scattering transmittance in the middle of the
ith atmospheric transmission window is determined as:

τsi = e−
3.91
V ·(

λi
0.55 )

−δ
·z. (68)

3.7. Combined ESLM Model

The principal equations for transmittance propagation through the atmosphere across
a number of conditions are summarized below in Table 13 [28]. This provides a compre-
hensive determination of the horizontal laser propagation under a variety of conditions
at sea level. This combined ESLM model provides a more accurate representation of the
atmospheric transmittance in comparison to the simulation models, which have significant
limitations and make assumptions that lessen the accuracy of the model.

Table 13. Transmittance equations for collocated transmitter and receiver [28].

Case Condition Equations

A V ≥ 6 km
w wi

τatm = ki
(wi

w
)βi e−z 3.91

V (
λi

0.55 )
−(0.0057V+1.025)

(69)

B V ≥ 6 km
w wi

τatm = e−z[Ai
√

w+ 3.91
V (

λi
0.55 )

−(0.0057V+1.025)
] (70)

C V 6 km
w wi τatm = e−z[Ai

√
w+ 3.91

V (
λi

0.55 )
−0.585 3√V

] (71)

D V 6 km
w wi τatm = ki

(wi
w
)βi e−z 3.91

V (
λi

0.55 )
−0.585 3√V (72)

R1
Rain
w wi

τatm = e−Ai
√

we−z[0.365( ∆x
∆t )

0.63
] (73)

R2
Rain
w wi

τatm = ki
(wi

w
)βi e−z[0.365( ∆x

∆t )
0.63

] (74)
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3.8. Radiometric Measurements of Atmosphere Extinction

Radiometric techniques are used to measure the optical intensity distribution. Typi-
cally, absorption and scattering as the dominant features of attenuation are combined in this
measurement process but can be separated. Techniques as illustrated in the literature [103]
determine the scattering-based attenuation as a result of the detection of the diverging radi-
ation from the direct transmission. Photodetectors are the prevalent method for capturing
the radiation power. Photodetectors vary based on the primary effect measure. Thermal
detectors measure the increase in temperature as a result of absorbed radiation, while quan-
tum detectors consider photoemissive, photovoltaic, and photoconductive effects. These
photodetectors are arranged to emphasize the spectral responsivity, the difference between
the input and the output. The physical photodetectors input radiant power or spectral
photon flux, which is then converted into a voltage or current signal. It is important to
note that the photodetectors introduce uncertainty propagation, where the responsivity of
the system is subject to bias effects, temperature effects, nonlinearity, fatigue, polarization
effects, magnetic effect, and nonuniformity [104].

The empirical models and theoretical background of the propagative effects, as dis-
cussed above, are affected by the measurement techniques and instruments used. These
techniques, instrumentation, and calibration all contribute to an uncertainty propagation.
These measurements are fundamental to the development of the fitting-based models
regarding turbulence and linear/non-linear effects. In radiometry, to measure the optical
flux and energy, a comparison is made between the power received directly at a physical
detector to the known transmission and reflectance properties of the laser and target. To
achieve high-accuracy measurements in determining the transmittance attenuation of
the laser beam, a few methods are suggested following the work of Sabatini [28]. These
methodologies rely on knowing the reflective and geometric characteristics of the target,
and then measuring the intensity and spatial distribution of the laser energy. The sur-
face characteristics of the target are measured by infrared cameras and detectors through
radiance. The first extinction measurement technique (EMT) uses DEA detectors to de-
termine the laser energy directly at a known location and target. A NIR non-calibrated
camera is used to capture and process the intensity profile, from which extinction can be
calculated. This methodology is highlighted in Figure 25, wherein, from a focused image,
direct energy measurements are determined, forming an intensity matrix that leads to an
extinction profile.

Figure 25. Extinction measurement using laser spot energy to determine the intensity as a result of
extinction [13].
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The first techniques used a non-calibrated NIR camera; using a calibrated NIR camera
allows for a more direct conversion between pixel intensity and atmospheric extinction.
Previous work by Sabatini introduces the ESLM empirical model to differentiate between
the propagative effects of scattering and absorption using this methodology. The third
methodology, as outlined in Figure 26, involves a laser pulsed at an initial target with known
surface characteristics (i.e., spectral reflectance, BDRF) at a known distance away. Secondly,
the laser is aimed at a second target, further away, with the same surface characteristics but
at a different laser power output.

Figure 26. Laser transmission measurement technique [28].

From this, the extinction coefficient can be obtained by the difference in the two measure-
ments. Where V is the voltage, P is the power, and d is the distances for the measurements,

V1

V2
=

P1

P2

d2
1

d2
2

e2γ(d2−d1), (75)

γ =
1

2∆d
ln


(

V1
P1

)
d2

1(
V2
P2

)
d2

2

 . (76)

Measurements using pulsed laser energy from airborne platforms directly to the target
can be used to calibrate instruments. In this example, the reflective characteristics are
also known, and then using NIR cameras, the image is processed through software that
includes target reflectance data and geometric inputs to calculate the radiance. Using this
methodology, two energy measurement techniques were developed [28] for calibrated and
non-calibrated cameras.

Finally, a bistatic approach is also proposed. A bistatic LIDAR system uses a trans-
mitter and receiver that are not collocated. This is beneficial for less weight on airborne
systems, and the light undergoes less propagation. Using a differential absorption LIDAR
scheme, a laser is pulsed at an ‘on’ absorption wavelength, intended to coincide with
the molecular absorption of a particular molecule, and then pulsed at an ‘off’ absorption
wavelength that does not coincide with a particular molecular absorption band. Using the
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difference between the two measurements, some of the propagative effects can be ignored,
and the difference between the two laser pulses is an indication of molecular absorption
alone. Equation (77) shows the relationship between the ‘on’ and ‘off’ absorption received
power, and using this difference, the molecular absorption of carbon dioxide can be equated
based on the laser energy,

RON/OFF =
PRx(λON)

PRx(λOFF)
=

τON
τOFF

= e[−[ψacs(λON)−ψacs(λOFF)]
∫ l

0

..
[NCO2 ](l)dl]. (77)

3.9. Application of Machine Learning in Laser Propagation

Machine learning (ML) has emerged in the area of LIDAR beam propagation in the
atmosphere. Similar to other applications, ML is introduced to improve the performance of
a laser beam, and at the same time obtain a better understanding about the atmosphere in
terms of particles, gases, and aerosols. For example, Zeng et al. [105] introduced a method
that combines joint retrieval method and Gaussian process machine learning (GPML) in
order to retrieve the extinction coefficient of horizontal aerosol. This work shows that the
Fernald method is not efficient for far range operation; hence, it offers low SNR. Therefore,
this study particularly considers ensemble Kalman filter for noise reduction during the data
assimilation from LIDAR and substantiates its efficiency through applying their designed
LIDAR that has a large range of propagation of 3.3 km. In addition, Farhani et al. [106]
proposed both the supervised (i.e., gradient boosting tree, support vector machine (SVM),
random forest, and decision tree) and unsupervised (t-distributed stochastic neighbor
embedding method (t-SNE) and density-based spatial clustering) ML algorithms to identify
the noise and anomalies (e.g., smoke) and measure the particle extinction profiles from
the collected data by Rayleigh–Raman LIDAR. In this work, supervised ML approaches,
particularly random forest and gradient booting tree, show their efficacy in rigorously
separating high background counts from low laser power and distorted shape with high
background counts. Moreover, t-SNE can successfully depict clusters of clouds, high
backgrounds, and anomalies such as the smoke of a wildfire on the night atmosphere.
Interestingly, t-SNE defines bad profiles as small groups; hence, it distinguishes high
background counts as a smaller group that is finally labelled as noise; this is how t-SNE
helps to increase SNR. Yorks et al. [107] also worked in improving SNR of backscatter
LIDARs in daytime and discriminating cloud and aerosol. In order to proceed with that,
this study considers an ML approach, convolutional neural network (CNN), as it is a
time-efficient and widely used approach. This work adopts four denoising techniques—
principal component analysis, wavelet denoising, Butterworth filtering and Gaussian
filtering—and finds that wavelet denoising surpasses others in improving the SNR of the
LIDAR data. Hence, it is considered as the default denoise technique of SNR for the LIDAR
that is further compared with CNN. Surprisingly, CNN shows an improvement of 75% of
the default denoising technique; meanwhile, shows its strength in detecting aerosol and
timeous cloud parts while the default operational algorithm shows poor performance in
detecting the aerosol and even cannot detect the cloud at the microscopic level that the
system with CNN is able to. In addition, the existing operational algorithm augmented
with the CNN technique enhances its performance by 40% more in detecting atmospheric
features at a horizontal resolution of 5 km during the daytime, while the earlier system
requires a resolution of 60 km to achieve the same. However, detecting wrong layers of
atmospheric particles, particularly during nighttime, is an undeniable fact of the CNN-
augmented approach; hence, Yorks et al. strongly suggest considering a larger dataset to
train the model, which may help to overcome the shortcoming.

Another approach of improving the performance of laser beam in atmospheric propa-
gation is considering sensor fusion where a laser beam is fused with other sensor data with
the help of an ML algorithm. Jiang et al. [108] propose a data fusion approach where the
satellite sensing data (i.e., RADAR) is fused with LIDAR data to monitor and predict the
spatial and temporal ozone concentration that is performed by an RNN–CNN approach.
This study compares the performance of a recurrent neural network (RNN), CNN and
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RNN–CNN separately for fusing data from RADAR and LIDAR and able to substantiate
the efficacy of RNN–CNN over individual RNN and CNN, where their performances are
evaluated by evaluation indicators such as RMSE, MAE, and IOA. Here, LIDAR data is
considered as the standard to verify the prediction of the models.

In order to improve the laser propagation in atmospheric turbulence, Sanchez [109]
proposed an artificial neural network (ANN) algorithm with the structure constant of
the refractive index C2

n that fundamentally depends on temperature structure constant
C2

T . This study derives the temperature structure constant using the temperature pro-
file [73] at different velocities and designs the prediction model using ANN to explain
laser beam propagation. Hence, this study shows that using an ANN approach in the
presence of atmospheric turbulence makes the laser propagation estimation easier and
more time-efficient.

Table 14 offers an overview of applied ML algorithms in atmospheric laser beam
propagation and their contributions.

Table 14. Overview of the contributions of ML algorithms to atmospheric beam propagation.

Areas of Contribution
ML Algorithms

References
Algorithms Their Functions

SNR improvement
GPML Filtering [105]

SVM, random forest, decision tree,
gradient boosting tree Supervised learning [106]

CNN Supervised learning [107]
Smoke detection t-SNE, density-based spatial clustering Clustering [106]

Cirrus cloud detection CNN Supervised learning [107]
Improving the prediction accuracy RNN, CNN, RNN-CNN Supervised learning in sensor fusion [108]

Dealing with atmospheric turbulence ANN Supervised learning [109]

4. Atmospheric Radiative Transfer Models

Atmospheric radiative transfer models, codes, and simulators have been developed
and continually improved for the use of determining the atmospheric propagation condi-
tions and ultimately the performance of the optical transmission in a set of comprehensive
conditions. Atmospheric propagation necessarily involves many parameters requiring
complex numerical calculations. The accuracy and underlining assumption of these cal-
culations predict and determine the degree of accuracy of the transmittance through the
atmosphere based on a predetermined path, the atmospheric conditions, the wavelength,
and a combination of predicted and measured meteorological variables. The transmission
models or computer codes generate the transmittance, or a transmittance spectrum based
on these inputs.

Considered as the most accurate measure for deriving atmospheric absorptions are the
‘line-by-line’ and ‘layer-by-layer’ methodologies that sum the absorption coefficients of all
lines in the spectrum for an absorbing gas and including the continuum absorption as seen
in Figure 27. This method is prohibitive in computation time to achieve high resolution
results across larger spectral distances. To achieve higher-resolution results faster, a number
of approaches have been taken.
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Figure 27. Line-by-line approach of atmospheric models for radiative transfer, considering atmo-
spheric layers from the top of the atmosphere. Adapted from [110].

The radiative transmission models use the radiative transfer equation as described
below using the differential of the specific intensity, I [111],

dI(v, s)
ds

= −α(v, s)I(v, s) + α(v, s)B(v, T(s)). (78)

The parameters included in the above Equation (78) include the absorption coefficient,
α, and the Plank function, B, along path, s. This expression is valid for monochromatic
applications, as is the case for the lasers. The process to solve Equation (78), as outlined
in [111], is to 1) determine the absorption coefficients, 2) integrate the radiative transfer
function and then 3) determine the Jacobians. The line-by-line method is determined based
on the line strength and shape profile of the absorbing molecular species along the spectra.
The absorptive properties and species are determined from spectroscopic databases such as
HITRAN, JPL, or GEISA (see ref. Section 2). From this path, propagation can be calculated
and incorporated into solving the radiative transfer equation.

To achieve higher-resolution results faster, several approaches have been taken. Phys-
ical line-by-line models such as the atmospheric radiative transfer simulator (ARTS) in-
tegrate the radiative transfer equation (RTE) across a set of wavelengths as opposed to
band transmission models such as RTTOV, which applies the RTE across channel average
transmissions. Both approaches optical depth and absorption is dependent on atmospheric
conditions: pressure, temperature, and gas concentrations. Particulates and clouds induce
scattering, a complex modelling problem to account for. The underlying assumptions made
in each model influence differ and result in solutions that are difficult to validate and are
computationally expensive to estimate the optical performance.

For many applications, atmospheric data can be largely unknown, or unrepresented
in the training data. Physical models such as ARTS are better in this respect, as the model is
less reliant on the viewing angle and the parameterization of models such as RTTOV lead to
large errors where the precalculated coefficients are not representative of the atmospheric
conditions [112]. To speed up the ‘line-by-line’ method, some tools use parameterization,
but in the process, these models lose information relating to the absorbing gases [113]. The
Automated Atmospheric Absorption Atlas (4A/OP) approach avoids this by calculating
the monochromatic optical depths, so a large database of the ‘layer-by-layer’ method, an
absorption look-up table, is stored by 4A, which allows for quick cross-referencing still
using the ‘line-by-line’ method [114]. These tables can then be interpolated to extract
the solution based on the atmospheric pressure, temperature, wavelength, and humidity
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stored values. The parameterization process of the atmospheric radiative transfer codes is
outlined in Figure 28.

Figure 28. Simulation process of the radiative transfer model. Adapted from [115], reproduced
with permission.

Current atmospheric radiative transfer models can be distinguished by the primary
methodology, i.e., line-by-line or band transmission, the wavelength spectrum under obser-
vation and whether the model considers scattering and polarization effects. In practical
applications, fast atmospheric transfer models are needed that are less dependent on
atmospheric conditions, where there may be limited knowledge. The current models
have limited applications and make broad assumptions that lower accuracy for speed
and simplicity.

4.1. 4A/OP

Developed by CNES, LMD/CNRS, and NOVELTIS, the Automated Atmospheric
Absorption Atlas (4A/OP) radiative transmission software is a fast line-by-line method
optimized to perform simulations in IR band across different climates and elevation an-
gles [116]. 4A/OP accounts for a wide range of atmospheric conditions, including: the
absorbing gas mixing ratios, temperature scattering, polarization, and zenith angle based on
the monochromatic transmittances of individual layers of a stratified atmosphere across a
number of atmospheric conditions that allows for wide application and flexibility [113,117].
Initially developed in 1981, 4A was applied to satellite observations including radiometric
measurements, infrared images, and interferometric measurements. At the time of imple-
mentation, the method offered faster computation times, higher flexibility, and sufficient
accuracy while accounting for atmospheric inhomogeneities and instrumental functions,
as compared to the line-by-line methodology [113]. The 4A dataset can then be used to
predict the atmospheric transmittance for any condition assuming that the pressure and
stratification are matched in the 4A dataset. To derive the transmittance, the tool multiplies
the individual monochromatic layer transmittances between the surface and the sensor and
a correcting factor applied for the mixing ration and zenith angle [117]. To speed up the
‘line-by-line’ method, some tools use parameterization, but in the process lose information
relating to the absorbing gases [113]. The 4A approach avoids this by calculating the
monochromatic optical depths, so a large database of the ‘layer-by-layer’ method is stored
by 4A, which allows for quick cross-referencing, still using the ‘line-by-line’ method [114].

4.2. ARTS

The atmospheric radiative transfer simulator (ARTS) is a popular physics-based model
that uses a line-by-line absorption methodology to calculate the transfer in the thermal IR
to microwave spectral regions. The model incorporates scattering and polarization, with
support for a range of meteorological conditions. The model considers a wide variety of
precipitation and aerosol sizes for the scattering modelling. ARTS additionally accounts
for continuum absorption for water vapor, oxygen, nitrogen, and carbon dioxide. The
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ARTS model uses an analytical approach in calculating the derivatives of the molecular
concentrations and a semi-empirical approach for other parameters as a way to speed up
processing [118]. In the model, Stokes equations provide the basis for the polarization
determination, the model can represent the atmosphere in 1D, 2D, or 3D view, taking into
account the curvature of the Earth geoid, and the scattering components are solved using
tow algorithms, one based on Monte Carlo, and the other on a discrete ordinate iterative
method [119]. This allows the randomization of assumed spherically shaped particles in
the atmosphere model.

4.3. LIDORT/VLIDORT

Vector linearized discrete ordinate radiative transfer (LIDORT) is based on the DISORT
algorithm, with a focus on multiple scattering models for better calculations of the radiance,
the Jacobians (partially derived radiance) in conditions that considered more atmospheric
and surface properties [120]. Jacobians are an important measure, often used to compare
different methods and determine the accuracy of the model.

4.4. 6S/6SV1

6S (Second Simulation of a Satellite Signal in the Solar Spectrum, Vector, version 1)
aims to solve the radiative transfer equations for airborne sensors operating in the visible to
NIR, focusing on the solar radiation reflection from a target to the sensor [121]. Recently, 6S
has been used to interpret satellite imagery to help characterize surface parameters taking
into account atmospheric and vegetation effects [122] and correct Landsat imagery [123]. 6S
takes into account downward-looking observations allowing for target elevation (through
bidirectional reflectance distribution function), the surface conditions, and a variety of
absorbing molecules. It relies on successive order of scattering algorithm to approximate
the Rayleigh and aerosol attenuation effects, but when this is decoupled, the accuracy of
the model reduces significantly around strong absorption bands [124].

4.5. MODTRAN

MODTRAN codes are extensively used for light propagation predictions; it features
the line-by-line process coupled with scattering codes with customizable aerosols that
allow for high-resolution radiative transfer calculations [125]. Recent modifications of the
MODTRAN codes now includes a line-by-line algorithm for high-resolution RT calculations
as well as coupling to optical scattering codes for easy implementation of custom aerosols
and clouds. The radiative transfer equation is solved through the use of discreet ordinates
(DISORT) and combined with a statistical based simulation of the absorption and scattering
effects [126]. MODTRAN is one of the more popular and well-validated methods for
atmospheric correction, as it is more general purpose, has a spectral resolution of 1 cm−1

and coupled with absorption and scattering codes [7,125]. The analysis presented in
previous work [7] highlights some of the limitations in the area of remote sensing where it
is difficult to calculate the top of radiances and the code is computationally expensive due
to the aerosol scattering and absorption modelling. For such cases, faster but less accurate
models such as 6S are often substituted [124]. The application of MODTRAN is evident in
the works in atmospheric correction [127], sensor simulation, calibration, and simulating
realistic scenarios.

Aerosol models have been incorporated into MODTRAN and used to determine the
propagation characteristics resulting from sea spray [128]. In considering aerosol content
in marine and coastal areas, there is uncertainty in interpreting the aerosol atmospheric
extinction coefficients due to unreliable models. Continued development of aerosol models
is dependent on air mass, wind speed, relative humidity, and altitude to accurately deter-
mine the aerosol optical characteristics [40]. MODTRAN is utilized as a comparative tool
to analyze the effectiveness of new aerosol models, as presented with the sea salt aerosols,
while also taking into account anomalies in experimental data.
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4.6. LBLRTM

The line by line radiative transfer model (LBLRTM) is based on FASCODE and is
used to retrieve atmospheric components from satellites focusing on the troposphere [129].
LBLRTM is considered high-resolution and has a heavy focus of incorporating continuum
models of molecules, Rayleigh scattering, in cooperation with the HITRAN line database [1].
The performance of this model is validated for temperature and particle retrieval [130] and
with a focus on water vapor [131].

4.7. COART

Coupled ocean atmospheric transfer (COART) is an extension of the DISORT algo-
rithm (CDISORT), taking into account the refractive index changes along coastal/marine
areas at the sea–air crossing point and the effect of surface roughness of the ocean on
radiance [132,133]. In the COART analysis, the ocean is considered as atmospheric layers
(with different optical properties) to resolve the vertical profile of water content in the
atmosphere. Absorption and scattering are similarly determined. This highlights the effect
of marine-based aerosols, the variability in such dynamic environments require careful
consideration of the appropriate radiative transfer simulations.

4.8. DISORT

The DISORT (discrete-ordinate radiative transfer) algorithm is considered a bench-
marking standard for comparison of other radiative transfer solvers. DISORT is applicable
to solve for unpolarized monochromatic radiation and used in radiative transfer codes
like MODTRAN. Recent improvements to the algorithm have expanded on the BRDF
calculations that result in greater accuracy and speed [134].

4.9. MOSART

MOSART (moderate spectral atmospheric radiance and transmittance) developed by
the US DoD, is used in the UV-to-MMW range. It is used in determining atmospheric
transmission along the path, for background radiance, and target identification. MOSART
uses the HITRAN database but is becoming outdated.

4.10. RTTOV

Radiative transfer for TOVs (RTTOV) is a fast model used in satellite applications,
with its strength being simulation of the top-of-atmosphere radiances in the visible-to-
microwave region, as well as being able to perform physical retrievals assuming a linear
relationship in the atmospheric properties [135].

4.11. Summary

Radiative transfer codes are continually being updated to incorporate a wider view
of the atmosphere and the propagation effects therein. These codes are supported by
databases such as HITRAN and GEISA, which themselves are regularly expanded to
include more of the atmospheric constituents and higher accuracy absorptivity. The
observed trend in the radiative transfer codes is increasing specificity in application, i.e.,
differentiating between marine/coastal areas with subsequently higher sea salt aerosols
in COART, as well as increasing incorporation of absorption and scattering modelling.
There is a burgeoning interest in the application of sophisticated aerosol models, but the
application of further propagation effects is impaired by slow processing of the line-by-line
technique. MODTRAN remains the benchmark of radiative transfer code performance, but
faster codes, not higher accuracy, represents more of a key driver in the development of
radiative transfer codes.

5. Conclusions

This article reviewed the various factors affecting laser beam propagation in the atmo-
sphere and its impacts on aerospace LIDAR system performance. While absorption and



Atmosphere 2021, 12, 918 42 of 47

scattering are well-covered as the dominant attenuation causes in most models, there are
several outstanding gaps in both linear and non-linear propagation. For linear propagation
effects, further considerations into continuum absorption, the assumptions of absorption
line profiles and uncertainty regarding aerosol content and distribution are some of the
areas highlighted towards the development of more representative propagation models.
Existing radiative transfer codes are gradually incorporating more detailed absorption and
scattering phenomena but are hampered by slow processing and aerosol particle distribu-
tion models that do not fully capture atmospheric characteristics in a sufficiently broad
array of operating conditions. Lack of progress on non-linear propagation modelling is ob-
served, with thermodynamic effects not being well-represented in present-day atmospheric
transfer codes, as the effects are considered minimal in comparison to their linear counter-
parts and are an impediment to faster processing. However, for high-power laser systems,
thermal blooming and other non-linear effects can have a significant impact on atmospheric
laser beam propagation. The ability to model the relative changes in refraction index struc-
ture coefficient because of macro- and micro-physical atmospheric effects would contribute
to higher accuracy in estimating laser beam propagation performance. As discussed, at-
mospheric turbulence modelling on laser beam propagation is imbued with uncertainty.
The fundamental concepts of Kolmogorov-based statistical analysis of the turbulence have
led to continual development and improvement of empirical models, notably Hufnagel
and Tatarski’s as the basis, but the discrepancies existing between the models highlight the
need for further research, particularly in the vertical dimension. In aerospace applications,
there is a clear need for practical propagation models, which can be utilized for mission
planning/execution and post-mission data analysis. As such, empirical modelling based
on field atmospheric propagation measurements are juxtaposed to analytical/theoretical
radiative transfer models in this review. It is concluded that empirical models have several
advantages, in that they provide robust and comprehensive accounts of the key atmosphere
propagation factors but without relying on extensive meteorological modelling. This is
crucial for aerospace applications where limited knowledge of atmospheric parameters is
often an important consideration and there is a need for both low-cost and high-accuracy
implementations. Thus, an ensemble method is often appropriate in this context. Using
multiple models based on accumulated data samples and determining the associated
statistical distributions introduces greater flexibility into the modelling and offers several
benefits in both design/development and flight test environments. Based on the critical
review performed, it is observed that published research in this field has not progressed as
desired, despite a clear need for high accuracy, and fast and reliable models. The expansion
and update of radiative transfer codes has added more flexibility and has striven for greater
accuracy, but the existing models, in general, do not address non-linear phenomena. The
current codes typically focus on scattering and absorption models and rely on multiple
databases for different application (e.g., COARTS for marine areas and RTTOV for satellite
imagery). So, in many aerospace applications, using appropriate empirical models would
allow more accurate analyses that better capture the nature of complex linear/non-linear
interaction of laser beams with the atmosphere. There is clearly scope for current empirical
and semi-empirical models to be further evolved. While they are often more robust than
many of the existing analytical methods, more of the propagation phenomena should be
included in the analysis, especially for nonlinear effects (turbulence, thermal blooming,
etc.) and their variation as a function of altitude and platform dynamics. However, as of
today, empirical and semi-empirical models are better suited for preliminary sizing and
analysis, for advanced parametric studies that inform design and performance prediction
in comparison to the atmospheric radiative transfer codes. This approach supports uncer-
tainty propagation and statistical analysis that are more readily explainable/interpretable
than radiative transfer codes, particularly when they are fitting-based. The transfer codes
themselves are not natively supportive of parametric studies/sensitivity analysis and, in
many practical applications, the codes need to be executed several times to produce useful
data. Extensions of the ESLM (an example of a semi-empirical approach) would be able to
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capture realistic conditions beyond precipitation and visibility, including turbulence and
wavelength-selective absorption processes depending on the atmospheric conditions. The
poor reconciliation between atmospheric turbulence models emphasizes the need for these
models to be further developed especially for airborne applications, where a significant
disparity of results is observed as a function of altitude.
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