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Abstract

:

This work aims to compare the performance of the single‑(SLUCM) and multilayer (BEP-Building effect parameterization) urban canopy models (UCMs) coupled with the Weather Research and Forecasting model (WRF), along with the application of two urban heat island (UHI) identification methods. The identification methods are: (1) the “classic method”, based on the temperature difference between urban and rural areas; (2) the “local method” based on the temperature difference at each urban location when the model land use is considered urban, and when it is replaced by the dominant rural land use category of the urban surroundings. The study is performed as a case study for the city of Lisbon, Portugal, during the record-breaking August 2003 heatwave event. Two main differences were found in the UHI intensity (UHII) and spatial distribution between the identification methods: a reduction by half in the UHII during nighttime when using the local method; and a dipole signal in the daytime and nighttime UHI spatial pattern when using the classic method, associated with the sheltering effect provided by the high topography in the northern part of the city, that reduces the advective cooling in the lower areas under prevalent northern wind conditions. These results highlight the importance of using the local method in UHI modeling studies to fully isolate urban canopy and regional geographic contributions to the UHII and distribution. Considerable improvements were obtained in the near‑surface temperature representation by coupling WRF with the UCMs but better with SLUCM. The nighttime UHII over the most densely urbanized areas is lower in BEP, which can be linked to its larger nocturnal turbulent kinetic energy (TKE) near the surface and negative sensible heat (SH) fluxes. The latter may be associated with the lower surface skin temperature found in BEP, possibly owing to larger turbulent SH fluxes near the surface. Due to its higher urban TKE, BEP significantly overestimates the planetary boundary layer height compared with SLUCM and observations from soundings. The comparison with a previous study for the city of Lisbon shows that BEP model simulation results heavily rely on the number and distribution of vertical levels within the urban canopy.
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1. Introduction


The urban heat island (UHI) effect is one of the most studied phenomena induced by human activities on local climate [1] and can be described as a positive thermal anomaly in urban areas with respect to their rural surroundings. Consequently, larger temperature differences between urban and rural environments lead to higher UHI intensity (UHII). On average, the UHII tends to be greater at night, under calm synoptic and clear‑sky conditions [1,2], although in some cases, urban cold islands (UCIs) can occur during the day [3].



Several factors contribute to the occurrence of UHIs. The distinct radiative, aerodynamic, and thermodynamic properties of urban and rural surfaces are normally the main causes [4,5]. The urban materials, with lower reflectivity and high thermal inertia, tend to absorb large amounts of shortwave radiation energy during the day, which is later released as longwave radiation and sensible heat during the night. Characteristics such as buildings geometry and road width can influence and reduce the sky view factor in urban canyons, causing radiation trapping, while augmenting the exposed area for radiation absorption during the beginning and end of the day [6,7,8,9]. Additionally, urban environments are characterized by the lack of vegetation and the presence of large areas of impervious surfaces that can reduce soil evapotranspiration (i.e., evaporation from soil and vegetation) [10,11,12,13,14,15]. Geographical factors, such as altitude, topography, and proximity of water bodies, have a great influence on the UHII [16]. Lastly, the number of inhabitants, city size, and the resulting anthropogenic heat release (traffic, air conditioning systems, human metabolism, and burning of heating fuels) are also important [1,16,17,18,19].



UHIs can be measured at the soil, surface, near-surface, or any height within the urban and planetary boundary layers [20]. Most of the existing studies focus on surface and near-surface analysis by applying a broad range of techniques and measuring methods. Depending on the type of UHI, data from ground-based meteorological stations (including fixed and transient), satellites (through remote sensing), airplanes, radiosondes, and meteorological models coupled with urban canopy models (UCMs) are used to access UHII and distribution [4].



Regarding UHI studies, Lowry (1977) [21] suggests that estimates and assumptions of urban effects on local and regional climate should only be accepted with confidence if accounting for preurban and normalized synoptic weather conditions, which raises questions about the use of traditional methods on the identification of UHIs. In this respect, Georgescu et al. (2011) [22] used the Weather Research and Forecasting (WRF) model coupled with the Single‑Layer Urban Canopy Model (SLUCM) to study the influence of the semiarid surrounding environment of the Phoenix metropolitan area on the city’s UHI during July 1979, 1989, and 1994. The authors performed three types of simulations experiments where: (1) the contemporary land use is considered; (2) the semiarid surrounding biome of the city is replaced with a temperate broadleaf forest biome; (3) the land use anthropogenic pixels are removed and replaced with native vegetation. The direct comparison between results from (3) and (1) enabled the assessment of anthropogenic landscape influence on UHI, while the comparison between results from (1) and (2) allowed the assessment of the impact of the surrounding environment on the city’s UHI. Similarly, Ma et al. (2017) [23] explored the relative contribution of urban canopy effects and anthropogenic heat fluxes on Sydney’s urban climate using the WRF model coupled with SLUCM. The authors performed different simulations for July and December of 2007, 2008, and 2009 to isolate the impacts of anthropogenic heat and urban canopy effects on the city UHI. The impacts of anthropogenic heat on the UHI are obtained through the comparison between simulations with and without anthropogenic heat, while urban canopy effects were identified by comparing simulations with contemporary land use with simulations where the urban land use categories were replaced with natural vegetation.



Aside from methodology aspects, various studies indicate the existence of synergistic interactions between UHI and heatwaves that can further exacerbate their combined effects in comparison with nonheatwave periods [2,24,25,26]. This is particularly worrying since future climate projections show an aggravation of heat-related risks resulting from UHIs during heatwaves events, due to the increase in future heatwaves intensity, frequency, and duration [27,28]. For the particular case of the city of Lisbon (Portugal), Rocha et al. (2020) [29] studied the climatic changes of various heatwave metrics for the mid- (2046–2065) and long-term future (2081–2100) with respect to the present climate (1986–2005) using WRF model regional climate simulations and an ensemble of models from the EURO‑CORDEX project [30], under the RCP8.5 greenhouse gases emission scenario. Their results show an increase in the number of heatwave days in the mid- and long-term future of around four and six times, respectively, along with an increase in the heatwave duration, intensity, and average maximum temperature.



Although computationally demanding, high‑resolution UHI simulations using regional atmospheric models coupled with UCMs can be useful if applied to high impact events such as heatwaves. Hence, in this study, we use the WRF model coupled with two different UCMs available in the WRF modeling system—the SLUCM and the Building Effect Parameterization (BEP) multilayer model—to estimate the intensity and distribution of the near-surface (i.e., at two-meter height) UHI in the Lisbon metropolitan area during the record‑breaking August 2003 European heatwave event [31,32]. The UHI is identified using two distinct methodologies: firstly, the “classic method”, which compares the differences between urban and rural sites temperatures; and secondly, the “local method”, which compares urban and rural temperature differences at urban locations using the results of simulations with the contemporary land use and simulations where the urban categories in the model’s land use map were removed and replaced with natural vegetation. By applying the local method, we fully eliminate the portion of the UHI associated with local physiography. Thus, the UHII and distribution only depends on urban geometry and on the characteristics of the surface materials.



Despite the existence of previous studies on the Lisbon UHI that provide a reasonable overview of its spatial and temporal variability using both statistical and deterministic approaches, they are based on the urban‑rural points measurement approach that lacks the spatial detail of high‑resolution model simulations. Furthermore, the methodologies used to map the UHI thermal patterns can be ambiguous and difficult to implement. For instance, Alcoforado and Andrade (2006) [33], using transect measurements and data from meteorological stations, applied a stepwise multiple regression approach to model the relationship between near‑surface air temperature, various parameters associated with local geography (e.g., local topography and distance to the Tagus river), and different urban geometry features. The best multiple regression predictors, combined with geographic information system techniques, were used to draw thermal maps of the nocturnal UHI. Later, Lopes et al. (2013) [34] and Alcoforado et al. (2014) [35] used hourly data from a mesoscale meteorological network (for the period between 2004 and 2012) to study the relationship between Lisbon’s urban thermal patterns and local wind regimes and to statistically study the UHI for applying climatic guidelines, respectively. Both studies conclude that, during the period of analysis, the UHII can reach up to 6 °C during some summer afternoons, evenings, and nights and median values of approximately 2 °C and 1.5 °C during the night and day periods, respectively. Higher UHII occur particularly under light wind conditions for north, north‑western, and south‑western wind regimes, while for wind speeds over 8 m s−1 the UHI is inhibited. In a recently published study, Oliveira et al. (2021) [36] used hourly air temperature measurements from a mesoscale observation network in Lisbon, to establish the relationship between the region’s background weather and the UHI during summer heatwave and nonheatwave conditions, for the period between 2004 and 2015. Out of the 49 heatwaves identified during the 11‑year period, 37 occurred under near‑surface northern wind conditions, with UHII median values frequently reaching values lower than −1 °C during the day (i.e., UCI) and 1.5 °C during the night. Heatwaves occurring under such wind conditions revealed higher maximum temperature, thermal amplitude, and UHII. The latter was found to be controlled by the sheltering effect provided by the high topography of the northern part of the city. No evidence of synergistic interactions between UHII and higher temperatures was found, since the UHII was approximately the same when comparing heatwave with nonheatwave days.



Ultimately, this study aims to compare the application of two different UCMs, SLUCM and BEP, and two UHI identification methods, classic and local, in the characterization and investigation of UHI events. As a case study, the present work focuses on the Lisbon UHI that occurred during the August 2003 heatwave event. To the authors’ knowledge, this study compares for the first time classic and local methods applied with two different UCMs, providing an important side‑by‑side assessment of their influence on the dynamical and thermal aspects of UHIs. This work serves as a framework to evaluate the best WRF model configuration and identification method to be used in future UHI studies where the impacts of the city’s growth, anthropogenic heat, and irrigation of urban green spaces can be accessed for future heatwaves.



This article is structured as follows: Section 2 provides a description of the data and methods used, Section 3 provides the obtained results and discussion, and Section 4 summarizes the main conclusions.




2. Materials and Methods


2.1. Model Setup and Description


The numerical simulations of the Lisbon UHI for the August 2003 heatwave event were performed using the WRF model version 3.9 [37]. WRF is a fully compressible and nonhydrostatic model, with terrain‑following vertical coordinates and a multiplicity of physics parameterization options. The model has been frequently used in operational numerical weather prediction, regional climate, hydrology, wildland fires, hurricanes, and UHI studies [38].



The ERA‑Interim reanalysis data from the European Centre for Medium‑Range Weather Forecasts (ECMWF) [39] were used to force the model in its initial and boundary conditions. The forcing data were obtained with a horizontal resolution of 0.75° × 0.75°, in 37 pressure levels, and provided to the model with six-hourly frequency. A configuration of five nested domains (Figure 1) was applied for the dynamical downscaling of the ERA‑Interim fields. The first three domains are the same as the ones used in the climatic simulations performed by Marta‑Almeida et al. (2016) [40] over the Iberian Peninsula, with horizontal grid spacing of 81 km (D‑1: 60 × 55 grid cells), 27 km (D‑2: 94 × 55 grid cells), and 9 km (D‑3: 154 × 139 grid cells). A further set of two nested domains, centered in Lisbon metropolitan area, with horizontal resolutions of 1 km (D‑4: 145 × 154 grid cells) and 333 m (D‑5: 181 × 160 grid cells), were added. The model ran in a two‑way nesting mode, with sea surface temperature update every six hours and spectral‑nudging in D‑1 for wavelengths larger than 1000 km [41], for the period between July 28 and August 2. The top of the model was defined at 50 hPa and the first 24 h of simulation were discarded due to model spin-up; thus, only the period between July 29 and August 2 was considered for the analysis. Vertical velocity damping was applied to reduce model instability in the higher resolution domains, where sudden changes in topography can produce unrealistic vertical velocities. The ERA‑Interim soil temperature and moisture fields were provided to the model at four levels. Although a longer model spin-up period than 24‑h seems reasonable for initializing soil properties, Jacobs et al. (2017) [42] has shown that the model‑predicted near‑surface urban temperature during heatwave conditions significantly improves when using a 24‑h spin‑up period for the soil moisture initialization instead of a longer period. However, it was also shown by the same author and by Xue et al. (2017) [43], that WRF model simulations initialized with ERA‑interim reanalysis might be subject to large bias regarding soil moisture and soil temperature. Future improvements to this study model’s setup may include the use of the much‑improved ERA‑5 reanalysis data as initial and lateral boundary conditions [44].



The physical parameterizations used in the model simulations were: WRF Single‑Moment 6‑class microphysics scheme [45]; Dudhia shortwave radiation scheme [46]; Rapid Radiative Transfer Model (RRTM) longwave radiation model [47]; Revised MM5 surface model [48]; BouLac planetary boundary layer model [49]; Noah Land Surface Model [50], and the Grell‑Freitas cumulus scheme [51]. Since the dynamic and thermodynamic effects associated with convective and shallow clouds can be explicitly resolved in the finer grid scales, the cumulus parameterization was turned off in domains D‑4 and D‑5 [37].



2.1.1. Topography and Land Use Data


For a better representation of the local topography and land use in the model grid, the standard database included in the WRF distribution was replaced by data from the NASA’s Shuttle Radar Topography Mission (SRTM) [52] and from the Coordination of Information on the Environment (CORINE) Land Cover [53] for the year of 2012 (hereafter referred as CLC2012), with a horizontal resolution of approximately 90 m and 100 m, respectively. The CLC2012 data was reclassified from its 44 categories into the United States Geological Survey (USGS) 33‑category (USGS33) classification system used by the WRF model, following the methodology described by Pineda et al. (2004) [54]. Since Pineda et al. (2004) [54] reclassification is based on USGS 24‑category (USGS24), which considers only one urban category, changes were made in order to include the three urban classes available in USGS33. The use of USGS33 allows for a better representation of the urban features, by considering three distinct urban categories: low intensity residential (LIR), high intensity residential (HIR), and industrial or commercial (IC). A summary of the equivalence between CLC2012 and USGS33 categories can be found in Table S1 (adapted from Pineda et al. (2004) [54] and Carvalho et al. (2017) [55]) of the Supplementary Material. In this study, the CLC2012 category 10 (i.e., green urban areas) was reclassified to the USGS category 3 (i.e., irrigated Cropland and Pasture) following the same methodology as Carvalho et al. (2017) [55]. Although the use of the 100 m resolution CLC2012 data represents an improvement relatively to the standard USGS dataset, derived from the Advanced Very High Resolution Radiometer (AVHRR) satellite data with 1 km spatial resolution, there are other land use datasets that provide a more consistent and detailed depiction of the different urban classes. Future work could involve the inclusion of a recently made available land use map for the city of Lisbon, based on the Local Climate Zones (LCZs) classification system [56], and developed by Oliveira et al. (2020) [57]. The use of LCZs should provide a better spatial resolution and accuracy in representing urban densities.



Figure 2 shows the model land use map in domain D‑5, together with the location of the nine meteorological stations used for the model validation which are installed and operated by the Portuguese National Weather Service (Instituto Português do Mar e da Atmosfera, IPMA). The representation of the topographic data for domain D‑5 is shown in Figure 3.




2.1.2. Urban Canopy Models


To accurately represent the processes associated with the exchange of momentum, heat, and moisture in the urban environment, the WRF model was coupled with two UCMs available in its modeling system, namely the single‑layer urban canopy model (SLUCM), developed by Kusaka et al. (2001) [58] and later modified by Kusaka and Kimura (2004) [59], and the multilayer building effect parameterization (BEP), developed by Martilli et al. (2002) [60]. These UCMs are coupled with the Noah LSM through the urban fraction parameter ( F ). Heat fluxes and temperatures from natural surfaces are computed by the Noah LSM, while the UCMs compute the fluxes and temperatures over artificial surfaces [59,61]. As an example, the total estimated grid‑scale surface latent heat flux (LH) is obtained as follows:


  LH =  F  u r b   × L  H  u r b   +  F  v e g   × L  H  v e g    



(1)




where    F  u r b     and    F  v e g     are the urban and vegetation fractions in a model grid cell, and   L  H  u r b     and   L  H  v e g     are the latent heat fluxes over vegetated and urban surfaces, respectively. The same procedure is applied for other surface variables such as surface sensible heat flux (SH), ground heat flux (GRD), upward longwave radiation, albedo, emissivity, and friction velocity, while surface skin temperature (TSK) is calculated as the averaged value of natural and artificial surfaces temperature multiplied by their areal coverage [61].



This information is passed to the PBL scheme through the surface model. The surface model computes the heat transfer coefficients for heat and momentum, while the computation of the heat transfer coefficient for moisture is made by the PBL scheme and given to the surface model. Based on these heat transfer coefficients the Noah LSM computes the heat and moisture fluxes, passing them to the PBL scheme for the computation of the flux convergence and turbulent kinetic energy (TKE) [48,49,50].



In SLUCM the urban geometry is represented by two‑dimensional infinitely long street canyons with different orientations (simplified geometry), but the radiation treatment is done three‑dimensionally by taking into consideration the effects of radiation trapping, reflection and shadowing, the diurnal variation of the azimuth solar angle, and the estimation of surface temperature and fluxes on vertical walls, roads, and roofs. Additionally, SLUCM assumes a prescribed exponential wind profile within the urban canopy and an option for the inclusion of anthropogenic latent and sensible heat diurnal cycle profiles [62]. In BEP the urban geometry is represented by three‑dimensional surfaces which allows the computation of heat and momentum sources and sinks at different levels of the urban canopy. As in SLUCM, all the radiative effects within the urban canyons are considered, as well as the effect of the different urban surfaces on momentum, TKE, and potential temperature [61]. BEP is the only urban parameterization option used in this study that directly interacts with the BouLac PBL scheme through the introduction of a source term in the TKE equation calculations within the urban canopy, and through the modification of the turbulent length scales to account for the presence of buildings. While SLUCM and BEP provide options to account for anthropogenic heating effects, they are not considered in this study, since these effects will be addressed separately in a future work. Therefore, the analysis presented here is based on the impact of the urban canopy effects on the UHI intensity and distribution.



Although the coupling of SLUCM and BEP with WRF is done through the Noah LSM, by activating the namelist.input configuration file option sf_urban_physics = 1 or = 2, respectively, deactivating this option (i.e., sf_urban_physics = 0) does not mean that urban surfaces effects are not considered. This is because, by default, the Noah LSM includes a bulk urban parameterization (Noah bulk) that represents zero‑order effects of the urban surfaces using parameters such as: roughness length, that represents turbulence generated by roughness elements and drag caused by buildings; surface albedo, that represents shortwave radiation trapping in the urban canyons; volumetric heat capacity for walls, roofs, and roads, which are assumed to be concrete or asphalt; soil thermal conductivity to represent heat storage in building and roads; and reduced urban fraction to represent the reduction of evapotranspiration [61]. These parameters are also used by the SLUCM and BEP models.



All the UCM models used in this study recognize the three urban categories available from USGS33 classification system. The thermal parameters defined for each UCM are presented in Table 1, while the geometric parameters (i.e., building height, roof, and road widths) and the urban fraction for each urban category and UCM are defined in Table 2.




2.1.3. Simulation Experiments


To assess the influence of the UCM choices and the impact of the city of Lisbon artificial surfaces on local temperatures, six different simulations were performed. A summary of all the simulations configuration is shown in Table 3. In NURB_SLUCM and NURB_BEP simulations the urban grid‑points were replaced by the dominant nonurban land use type, namely Cropland and Woodland.



Even though the urban parameterization is activated in NURB_SLUCM and NURB_BEP simulation experiments, they do not include urban land use categories, which is the equivalent of having the UCMs deactivated. NO_SLUCM and NO_BEP simulations represent model configurations where sf_urban_physics = 0, as described in Section 2.1.2. In these simulations, the urban land use categories are treated by Noah bulk scheme included as default in the Noah LSM. Due to the different nature of both UCMs (i.e., single‑layer and multilayer), the simulations coupled with the SLUCM model use 46 vertical levels, with the first level above the urban canopy defined at ~54 m. Simulations using BEP add three levels below the first level of SLUCM, for a total of 49 vertical levels. These levels were defined at ~40 m, ~24 m, and ~12 m. To remove the urban classes in the model’s land use the urban categories 31, 32, and 33 (LIR, HIR, and IC, respectively) were reclassified to category 6 (Cropland and Woodland) (see Supplementary Material, Table S1), which is the dominant category in the domain D‑5.





2.2. Model Evaluation Procedure


The evaluation of the WRF model simulations was done by comparing observed hourly two‑meter air temperature (T2m) measurements collected from the nine meteorological stations operated by IPMA shown in Figure 2, with the corresponding time series of the hourly modeled T2m at the same locations of IPMA stations for the entire heatwave period. Table 4 shows a summary of the meteorological stations’ names, their identification number, geographical coordinates, altitude, and the model land use category. The model evaluation was limited by the number and spatial distribution of the available stations, which at the time of this work was limited to urban locations.



The statistics and error measures of the modeled T2m were calculated following Keiser and Anthes (1977) [63] and Pielke (2013) [64], by computing its deviation from the observed T2m at each hour of the considered heatwave period on a “point‑to‑point” correspondence


   ϕ i ′  =  ϕ i  −  ϕ  i , o b s    



(2)







The mean of the above deviations (BIAS)


  BIAS =  1 N    ∑   i = 1  N   ϕ i ′   



(3)




where  N  represents the number of observations at each meteorological station during the five days of the heatwave period, and  i  is the temporal index.



The root mean square error (RMSE)


  RMSE =       ∑   i = 1  N     (   ϕ i  −  ϕ  i , o b s    )   2   N     



(4)







The standard deviation error (STDE)


  STDE =    1 N    ∑   i = 1  N     (   ϕ i ′  −  1 N    ∑   i = 1  N   ϕ i ′   )   2     



(5)







The root mean square deviation (RSMD)


  RMSD =       ∑   i = 1  N     [   (   ϕ i  −  ϕ ¯   )  −  (   ϕ  i , o b s   −    ϕ  o b s    ¯   )   ]   2   N     



(6)







The standard deviation of the modeled and observed T2m (STD_MOD and STD_OBS)


  STD _ MOD =       ∑   i = 1  N     (   ϕ i  −  ϕ ¯   )   2   N     



(7)






  STD _ OBS =       ∑   i = 1  N     (   ϕ  i , o b s   −    ϕ  o b s    ¯   )   2   N     



(8)







The Pearson correlation coefficient between the modeled and observed T2m (r)


  r  (   ϕ  mod   ,  ϕ  o b s    )  =   cov  (   ϕ  mod   ,  ϕ  o b s    )    STD _ MOD ⋅ STD _ OBS    



(9)








2.3. Urban Heat Island Identification Methods


As previously mentioned, the UHI effect is characterized by the existence of a positive thermal anomaly in urban areas with respect to their rural surroundings. The opposite effect is the so‑called UCI. These effects are caused by differences in physical, thermal, geometric, and geographic characteristics between the two environments. Hence, in this study, the identification and analysis of the UHI took into consideration the following methodologies applied to the simulated T2m:



Classic method—Comparison of the spatial averaged temperature in all urban and rural points or of the temperature at each urban point with the spatial averaged temperature of all rural points of D‑5 domain.



Local method—Comparison of the temperature at each urban point location, assuming that these points are occupied by urban classes, with the case where the same points are occupied with the rural class Cropland and Woodland. The procedure to replace the urban classes with the rural class was described in Section 2.1.3.





3. Results


3.1. Synoptic Description of the Heatwave Event


Europe experienced extreme hot conditions during August 2003 which resulted in a persistent heatwave over the European continent [32]. For Portugal, a very strong heatwave developed between late July and early August. This heatwave was due to anticyclonic conditions with weak near-surface pressure gradients and a subtle low pressure southwest of the Iberian Peninsula which drove the weak, hot, and dry, near-surface southerly winds across the region (Figure 4). These conditions persisted from July 28th to August 2nd, and Portugal experienced record highest 850 hPa temperatures in August 1st and 2nd, since 1958 [65]. These conditions were in the origin of large forest fires [65] and an increase in mortality [66].




3.2. Model Evaluation


The evaluation of the modeled T2m was done by applying the formulations described in Section 2.2. A summary of the statistics and error measures between the observed and modeled T2m is shown in Table S2 of the Supplementary Material, for the nine meteorological stations of IPMA. According to Pielke (2013) [64], model skill is demonstrated when (1) STD_MOD ≈ STD_OBS, (2) RMSE < STD_OBS, and (3) RMSD < STD_OBS. These criteria are met for all the stations’ locations. Modeled minimum T2m is overestimated in SLUCM and BEP in almost every station location (on average 1.3 °C for SLUCM and 1.9 °C for BEP), but there is a significant improvement in these simulations compared with NO_SLUCM and NO_BEP, especially in SLUCM. In fact, SLUCM minimum temperature matches the observed values at Amadora and Cacém. Maximum temperature is underestimated in all simulations and locations (on average −3.3 °C for SLUCM and 2.9 °C for BEP), while the modeling of the mean temperature is significantly improved in SLUCM and BEP compared with NO_SLUCM and NO_BEP, and matches the observed values in SLUCM. Consequently, the mean temperature BIAS is reduced in all stations except in Estefânia, and RMSE, RMSD, and STDE are reduced by 0.4 °C. Finally, the Pearson correlation increases on average by 0.04 in SLUCM and 0.03 in BEP with respect to their control simulations (i.e., NO_SLUCM and NO_BEP) that use the Noah bulk scheme parameterization for the representation of urban land use surfaces.




3.3. Urban Heat Island Analysis


In this subsection the modeled UHII and its spatial distribution is analyzed using the identification methods described in Section 2.3, namely the “classic method” and “local method”, hereafter called “Method 1” and “Method 2”, respectively.



Figure 5 shows the mean diurnal cycle of the Lisbon UHI during the heatwave period using SLUCM and BEP, and following the identification Method 1 and Method 2. The UHI diurnal profiles are quite different, with the application of Method 1 resulting in higher UHII throughout most of the night. As will be shown in Figure 6, the higher UHII using Method 1, for this particular heatwave, is related with the influence of the local geographic conditions that contribute to an exacerbation of the nighttime urban temperature due to the sheltering effect provided by the high topography present in the northern part of the domain, that blocks the prevailing north winds verified at the regional scale during most of the heatwave period (not shown). During the day, the UHII is much lower and negative in sign (i.e., UCI), except in BEP model using Method 1, which shows some fluctuations in the sign between positive and negative values. An ongoing research of the Lisbon UHI for future heatwaves resulting from different synoptic conditions shows that the occurrence of UCIs in the city is highly dependent on those conditions. Comparing the SLUCM and BEP UHIIs using Method 1, they are somewhat similar during the night, but very different during daytime, with SLUCM producing higher absolute values. Maximum near‑surface UHII values of around 1.5 ˚C and 0.8 ˚C are attained during the night using Method 1 and Method 2, respectively. The peak UHII is verified at around 0600 UTC for all methods and UCMs.



Regarding the contribution of the different urban classes to the UHI during nighttime, the HIR and the IC urban areas are the ones with the most influence (see Supplementary Material, Figure S1). A maximum UHII of 3.17 °C and 3.21 °C is attained during the nighttime in HIR and IC classes with SLUCM, respectively (1.93 °C and 1.95 °C in BEP). By using Method 2 and SLUCM, these values drop to 1.82 °C and 2.03 °C in HIR and IC classes (0.69 °C and 0.77 °C in BEP). Both nighttime maximum and mean values of UHII drop approximately 1 °C in HIR and IC classes when using BEP instead of SLUCM, regardless of the UHI identification method applied, while the UHII at night increases in LIR class when using BEP. During the day, an UCI is obtained in all urban classes by using Method 2, which means that during this period of the day the urban materials and features had an overall cooling effect.



Figure 6 shows the heatwave averaged daytime and nighttime near‑surface UHI fields obtained through Method 1 and Method 2 and using SLUCM and BEP UCMs. Both models show similar daytime averaged UHI patterns across the domain when using Method 1, with positive temperature anomalies at the north and south of the Tagus Estuary, and negative anomalies in the north-western part of the domain. In addition, the nighttime UHI pattern is similar to the daytime one. Both daytime and nighttime UHI fields exhibit the sheltering effect caused by the high topography in the north‑western part of the domain, which is manifested through the negative anomalies over this high topography region and by the positive anomalies at south. Hence, urban categories in the north-western part of the domain are much cooler than urban categories at south. This spatial behavior is consistent with what was found in previous studies of the Lisbon UHI [33,34,35,36,67]. However, the direct comparison with the results of those studies is limited, since they are focused on the evaluation of the UHI at the municipality scale and based on temperature anomalies for a very limited number of observational stations distributed within the municipality boundaries, while this study is done at the metropolitan scale and considers averages over all the urban/rural grid points. In the nighttime spatial patterns, SLUCM displays a greater contrast between the temperature anomalies of the different urban classes than BEP, despite the higher number of levels in BEP model’s configuration. Following Method 2, SLUCM and BEP UHI daytime patterns show negative temperature anomalies in most of the domain, that intensify closer to the Tagus Estuary. Larger negative values are obtained with SLUCM, meaning that replacing the urban fabric with Cropland and Woodland leads to higher T2m. Nighttime UHI values are positive in most of the domain but higher in SLUCM than in BEP, especially in the more densely occupied urban classes such as HIR and IC. During the heatwave period, the nighttime and daytime local-maximum instantaneous UHII can reach 6 ˚C for large areas when using Method 1 (not shown).




3.4. Surface Heat Fluxes


In this subsection, the causes of the differences in SLUCM and BEP simulations are analyzed. The balance between the incoming and outgoing components of the shortwave and longwave radiation at the surface can be translated in terms of the fluxes of SH, LH, and GRD [68]. As described in Section 2.1.2, in the WRF model these fluxes and the surface temperature at urban grid cells are estimated through the urban fraction parameter: the UCM computes the fluxes and surface temperature in the impervious fraction of the urban grid cells, while the land surface model (Noah LSM in this case) computes the fluxes and temperature in the vegetated fraction. The fluxes are direct outputs of the WRF model, with SH and LH heat fluxes being positive upward and GRD heat flux being positive downward. In the literature the GRD flux is also known as “storage heat flux”. In this study, the net balance (NET) of the fluxes is calculated as follows


  NET = HFX + LH − GRD  



(10)







Figure 7 shows the heatwave averaged mean diurnal cycle of the surface fluxes of SH, LH, GRD, and NET averaged over all the urban grid points. The fluxes are shown for SLUCM, BEP, NURB_SLUCM, and NURB_BEP simulations. No differences are found between NURB_SLUCM and NURB_BEP fluxes, which indicates that the different number of vertical levels in the simulations (46 and 49 levels, respectively) has no influence on the simulated fluxes. For this reason, any difference in the simulated fluxes of SLUCM and BEP simulations must be attributable to the different UCMs and to the way that they portray the urban canopy physical processes and features. Daytime SH and LH fluxes are positive in all simulations, while the GRD flux is negative as heat is being stored in the ground to be released into the atmosphere during nighttime. Peak values of surface heat fluxes are reached at around 1300 UTC which corresponds to the summer local noon. During nighttime, LH fluxes are negligible and SH fluxes are negative in most of the simulations (but very small in SLUCM), which means that the near-surface atmosphere is warmer than the surface. In contrast, GRD fluxes are positive in most simulations and small in BEP.



While most of the simulations agree in their daytime and nighttime heat fluxes signal, there are some unexpected differences between the simulations regarding the magnitude of the fluxes. For instance, NURB_SLUCM and NURB_BEP simulations have higher daytime SH flux values than SLUCM and BEP, indicating that during the day more SH is being released into the atmosphere when the urban fabric is removed and replaced with Cropland and Woodland. Furthermore, BEP simulation has a higher daytime SH flux than SLUCM, which has the lowest SH flux value of all the simulations. There is also an increase in the LH fluxes during the middle of the day in SLUCM and BEP, compared with NURB_SLUCM and NURB_BEP, which means that the presence of the urban land use classes leads to an increase of evapotranspiration. However, this increase is mainly associated with the LIR class that has 50% of green fraction as shown in Figure 8 and because LIR is the most represented urban class in terms of coverage area in the model domain. Nighttime GRD fluxes in BEP are very small and much lower than the other simulation experiments, especially compared with the SLUCM, despite the fact that the UHIIs are similar. As expected, during daytime, SLUCM and BEP simulations have larger negative values of GRD flux than NURB_SLUCM and NURB_BEP due to the smaller albedo and emissivity of the urban land use classes compared with Cropland and Woodland mosaic.



The net balance between all the fluxes shows that during the day surface fluxes are higher in simulations without urban fabric, which is in accordance with the diurnal near-surface UCI of Figure 5, obtained following Method 2. During the night, SLUCM has the higher (positive) values of total net flux and BEP the lower (negative) values. This translates into a difference of around 200 W m−2 between SLUCM and BEP net fluxes during the night.



To further understand the impact of the urban fabric on the surface heat fluxes, Figure 8 shows the heatwave averaged decomposition of the differences between SLUCM and NURB_SLUCM and BEP and NURB_BEP simulations according to the three USGS33 urban classes (LIR, HIR, and IC). Consistent with what was found in Figure 7, the SH flux is reduced during the daytime in both SLUCM and BEP, when the urban classes are considered, but SLUCM simulations show a larger reduction compared to NURB_SLUCM (around 100 W m−2 at 1300 UTC), especially in the LIR class. BEP has a smaller SH flux reduction during the day when compared with SLUCM, with LIR class showing the largest reduction. During the night, SLUCM shows an increase of around 50 W m−2 in the SH fluxes for HIR and IC classes and a smaller increase for LIR. Conversely, BEP shows a reduction of SH fluxes in all urban classes, especially in the HIR and IC. The decomposition of the LH flux exhibits the same changes for SLUCM and BEP with respect to the NURB_SLUCM and NURB_BEP simulations. The HIR and IC classes contribute to the reduction of the LH fluxes, with the reduction reaching almost 100 W m−2 in IC class during the peak of the day and slightly less in HIR. The LIR class contributes to an increase in LH fluxes of 100 W m−2. Since LIR is the dominant class in the domain, the slight increase shown in the LH fluxes in Figure 7 for SLUCM and BEP simulations can be attributable to the LIR class. As expected, during the night the LH flux changes are very small in all urban classes. The downward GRD flux increases during the day mainly on the HIR and IC classes, and remains almost the same in the LIR class for both SLUCM and BEP. At night, the downward GRD flux increases in BEP simulation compared with NURB_BEP, meaning that heat is being transferred from the warmer atmosphere into the ground. Conversely, SLUCM shows an increase in the upward GRD flux. Lastly, there is a large reduction in the net radiation fluxes in HIR and IC classes during the day for both SLUCM and BEP, while LIR remains almost the same. At night, SLUCM shows an increase in net flux of around 100 W m−2 in HIR and IC, but net fluxes remain unchanged in the LIR class. These fluxes are reduced in BEP simulation, but more in the HIR and IC classes.




3.5. Vertical Analysis


Turbulent heat fluxes play a major role in the balance between surface and near-surface thermal properties. However, due to the low temporal frequency of the simulations output (60 min) it was not possible to compute the SH and LH turbulent fluxes. Instead, Figure 9 shows the heatwave averaged daytime and nighttime zonal means of TKE over urban grid points in the first 150 m of the PBL for SLUCM, NURB_SLUCM, BEP, and NURB_BEP simulations. SLUCM and NURB_SLUCM simulations produce smaller TKE values over urban locations than BEP and NURB_BEP during daytime, and very small TKE during nighttime. Additionally, nighttime values of TKE are much larger near the surface in BEP, dropping to very small values above ~100 m, although NURB_BEP has smaller TKE and only in the first 50 m of the PBL. This is due mainly to two reasons—the higher number of levels in the lower PBL in BEP and NURB_BEP simulations and to the different representation of the turbulent length scales in the TKE prognostic equation in BEP simulation, as this is the only UCM that directly parameterizes subgrid turbulent length scales within the urban canopy layer to account for the presence of buildings and that is specially designed to work with the BouLac PBL scheme [60,61]. Daytime TKE values in SLUCM and NURB_SLUCM are maximum at a height of ~90 m, which is ~36 m above the first model level in SLUCM/NURB_SLUCM simulations, while maximum values in BEP and NURB_BEP occur at ~20 m, which is ~8 m above the first model level in BEP/NURB_BEP simulations. Interestingly, the effect of the Tagus estuary on TKE is clearly visible a little lower than 38.7° N, where a decrease in TKE is seen in all simulations, especially during daytime. A similar behavior in TKE vertical structure was found for BEP and SLUCM by Teixeira et al. (2019) [69], which studied the Lisbon UHI surface to planetary boundary layer coupling during a heatwave event occurred between July 28 and August 22, 2010.



Through a retrospective analysis of the previous results, the high nighttime TKE values found for BEP in Figure 9 are possibly the main cause for its larger negative sensible heat fluxes shown in Figure 7 and for the lower near-surface UHII using Method 1 and Method 2 compared with SLUCM in HIR and IC classes. A possible mechanism that could explain these results is that larger turbulent sensible heat fluxes, associated with higher nighttime TKE values near the surface, promote rapid surface cooling and, hence, a greater thermal gradient between the surface and the lower atmosphere. To compensate for this rapid surface cooling, the heat accumulated in the ground during daytime and later converted into SH at the surface (at night), is immediately transported by the turbulent fluxes. This feedback mechanism can be clearly seen through the lower rate of change of GRD flux in BEP simulation between 1400 UTC and 2000 UTC (Figure 7) when comparing SLUCM, NURB_SLUCM, and NURB_BEP simulations.



Supporting the existence of such mechanism, Figure 10 shows the heatwave averaged mean diurnal cycle of surface skin temperature (TSK), first layer soil temperature (SOILT), and T2m, averaged over urban grid points. Despite having similar T2m values to SLUCM and sometimes even higher, on average TSK in BEP is 3 °C lower and 2 °C lower soil temperature than SLUCM during the nighttime period. However, during nighttime   T  2  BEP   >   SOILT   BEP   >   TSK   BEP    , which together with the higher TKE close to the surface could explain the negative SH flux and the very small GRD flux shown in BEP simulation during nighttime.



Following the TKE analysis, Figure 11 shows the comparison between the modeled planetary boundary layer height (PBLH) time series of SLUCM, BEP, NURB_SLUCM, and NURB_BEP during the heatwave period. In WRF, the BouLac PBL scheme is responsible for the diagnostic of PBLH, which is defined within the scheme as the height where the prognostic TKE reduces to a value of 0.005 m2 s−2. As expected, the PBLH rapidly responds to surface forcings, as shown by its diurnal cycle where lower PBLH values are seen during nighttime and maximum values at local noon. The daytime maximums of PBLH decrease in the first three days of the heatwave period and increase afterwards, except for SLUCM and NURB_SLUCM simulations. Maximum absolute values are seen on August 1st for SLUCM (~1800 m) and NURB_SLUCM (~2300 m) and on August 2nd for BEP (~1400 m) and NURB_BEP (~1600 m). The PBLH during the middle of the day is always higher for simulations with larger number of vertical levels, especially for BEP simulation, except on August 2nd when NURB_BEP predicts higher PBLH. Interestingly, NURB_BEP predicts the highest PBLH of all the simulations on August 2, but in the previous days the PBLH is higher in BEP, which means that according to BEP, the inclusion of the urban classes contributes to an increase of the PBLH during the early afternoon. Contrarily to BEP, SLUCM predicts the lowest PBLH despite the higher roughness length of the urban classes.



Lastly, the modeled PBLH at 1200 UTC was compared with observations collected from soundings at the Lisbon Airport meteorological station during the entire heatwave period (Supplementary Material, Figure S2). To estimate the PBLH from the sounding profiles, a “simple parcel method” [70] was used, which defines the PBLH as the height at which virtual potential temperature equals its surface value. The results show that SLUCM consistently diagnoses better the PBLH than BEP and almost matches the sounding PBLH on July 29 and August 1 at 1200 UTC. BEP significantly overestimates PBLH, especially on July 29 and 30, which may be a consequence of its higher daytime TKE values. However, in all days, the mixed layer is still slightly stable and, therefore, not fully mixed. These results contrast with the ones obtained for the PBL height in Teixeira et al. (2019) [69] study, which uses only one model level within the urban canopy layer in BEP simulations. This shows that BEP model simulations results are highly sensitive to the number and vertical distribution of model levels within the urban canopy layer. Thus, UHI studies using BEP model should include a sensitivity analysis to the number and vertical distribution of the model levels within the urban canopy.





4. Conclusions


This work compared the performance and respective interactions of two UCMs and UHI identification methods during the record‑breaking August 2003 heatwave, in the city of Lisbon, Portugal. To this end, the WRF model was coupled with SLUCM and BEP UCMs, and two distinct UHI identification methods were used, namely, the “classic method” (Method 1) and “local method” (Method 2).



Results reveal significant improvements in modeled minimum and mean T2m when using WRF coupled with the UCMs, albeit SLUCM better predicts minimum and mean temperature and BEP maximum temperature. The domain averaged UHII using both identification methods revealed the existence of a nighttime UHI and a daytime UCI when using SLUCM or BEP, except for Method 1 using BEP. The domain averaged UHII for SLUCM and BEP is similar during nighttime, but very different during the day, with SLUCM producing higher UHII absolute values. Maximum near-surface UHII of around 1.5 °C and 0.8 °C are attained during the night using Method 1 and Method 2, respectively, with the application of Method 1 always resulting in higher UHII than Method 2. However, the analysis of the UHI spatial patterns using Method 1 revealed that the local geography has a great influence on the UHII and distribution at the metropolitan scale, due to the sheltering effect of the high topography in the north-western part of the domain, that blocks the prevailing northern winds during the heatwave and inhibits the advective cooling in the south-eastern part of the city’s metropolitan area. This effect contributes to the intensification of the UHI at the south of the high topography region and to the reduction over it, despite this dipole signal being much stronger during nighttime than during daytime. The spatial patterns using Method 2 during daytime and nighttime show an overall urban cooling effect and an overall urban warming effect across the whole domain, respectively. This spatial behavior due to the influence of the high northern topography sheltering effect is consistent with what was found in previous studies of the Lisbon UHI occurring under prevailing northern wind conditions [33,34,35,36,67].



The surface heat fluxes at urban locations revealed that the urban classes contribute for the reduction of the SH fluxes during the day compared with the case where the urban classes are replaced with natural vegetation, even if the reduction in BEP is greater. At night, SH fluxes are extremely small in SLUCM and negative in BEP, meaning that heat is being transferred from the atmosphere into the surface. The LH release also increases for both UCMs during the middle of the day when the urban fabric is considered, due to the larger green fraction of LIR class. Conversely, HIR and IC classes contribute to the reduction of the LH fluxes. GRD fluxes increase in SLUCM and decrease in BEP in comparison with simulations where the urban classes were replaced by natural vegetation. The analysis of TKE zonal averages in the first meters of the PBL at urban grid points locations shows that BEP produces large TKE values close to the surface during the night, while SLUCM TKE values are very small. This may be the cause of the negative SH fluxes and lower near‑surface UHII found in BEP during the night in HIR and IC classes. A closer look at the diurnal cycle profiles of SOILT, TSK, and T2m over urban grid points supports the idea that the larger negative SH fluxes found in BEP, associated with higher nocturnal TKE values near the surface, promote a rapid surface cooling and consequently a greater thermal gradient between the surface and the lower atmosphere. To compensate for this rapid surface cooling, the heat accumulated in the ground during the day and later converted into SH at the surface (at night), is immediately transported by the turbulent fluxes. As a result of its higher TKE, BEP predicts higher PBLH than SLUCM. Comparing the simulated PBLH with observed values derived from 1200 UTC soundings at Gago Coutinho station shows both SLUCM and BEP overestimate PBLH, but this overestimation is much larger in BEP.



Given the results and conclusions here presented, the importance and advantage of using WRF coupled with UCMs to study UHIs becomes clear. Although SLUCM model performed better than BEP for this particular heatwave and model setup, a previous study using a similar model configuration, but with only one level within the urban canopy for BEP (compared with three in this study), shows opposite results. Hence, UHI modeling studies using BEP should consider a sensitivity test to the number and distribution of vertical levels. Regarding the UHI identification methods, the use of both classic and local methods is important to differentiate the geographic and urban canopy contributions to UHIs, but since the ultimate goal of UHI studies is to develop UHI mitigation measures, the use of the “local method” (Method 2) is the best option. However, this method may present limitations in its application to other cities, regarding the type of land use that replaces the urban fabric. This is especially true for cities with more heterogeneous natural land use.








Supplementary Materials
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Figure 1. Domains’ configuration used in the WRF model simulations. 
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Figure 2. Model land use/land cover representation in D‑5 with the location of the nine meteorological stations used to validate the WRF model simulations (1. Lisbon—Alvalade; 2. Amadora; 3. Lisbon—Baixa; 4. Lisbon—Benfica; 5. Barreiro—city station; 6. Cacém; 7. Lisbon—Estefânia; 8. Lisbon—Airport; 9. Lisbon—Geofísico). 
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[image: Atmosphere 12 00521 g002]







[image: Atmosphere 12 00521 g003 550] 





Figure 3. Representation of WRF model topography in the domain D‑5. 
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Figure 4. Synoptic chart of the mean sea level pressure in hPa (contours), 850 hPa wind speed in m s−1 (vectors), and 850 hPa temperature in ˚C (shading), for 1 August 2003 at 1800 UTC. 
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Figure 5. Heatwave averaged mean diurnal cycle of the Lisbon near-surface UHI: using Method 1 (M1—dashed lines) and Method 2 (M2—solid lines), for SLUCM (blue lines) and BEP (green lines) UCMs. 
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Figure 6. Heatwave averaged daytime and nighttime fields of the near‑surface UHI identified using Method 1 and Method 2 and for SLUCM and BEP urban canopy models. 
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Figure 7. Heatwave averaged mean diurnal cycle of the surface fluxes of sensible heat (SH), latent heat (LH), ground (GRD), and their net balance (NET), averaged over the urban grid points. 
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Figure 8. Heatwave averaged mean diurnal cycle decomposition of the differences between SLUCM and NURB_SLUCM and BEP and NURB_BEP surface heat fluxes into the different urban classes. 
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Figure 9. Heatwave averaged daytime and nighttime zonal means of the parameterized TKE in urban grid points (first 150 m of the PBL), for SLUCM and NURB_SLUCM (left column); BEP and NURB_BEP (right column) simulations. 
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Figure 10. Heatwave averaged mean diurnal cycle of skin surface temperature (TSK), first layer soil temperature (SOILT), and T2m, averaged over the urban grid points. 
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Figure 11. Time series of the modeled planetary boundary layer height (PBLH) averaged over urban grid points locations, for SLUCM, BEP, NURB_SLUCM, and NURB_BEP simulations. 
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Table 1. Values of the thermal parameters used in SLUCM and BEP urban canopy models.
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Thermal Parameters

	
Urban Canopy Model




	
SLUCM

	
BEP






	
CAPR: Heat capacity of the roof (106 J m−3 K−1)

	
1




	
CAPB: Heat capacity of the building wall (106 J m−3 K−1)

	
1




	
CAPG: Heat capacity of the ground (road) (106 J m−3 K−1)

	
1.4




	
AKSR: Thermal conductivity of the roof (106 J m−3 K−1)

	
0.67




	
AKSB: Thermal conductivity of the building wall (106 J m−3 K−1)

	
0.67




	
AKSG: Thermal conductivity of the ground (road) (106 J m−3 K−1)

	
0.4004




	
ALBR: Surface albedo of the roof (fraction)

	
0.2




	
ALBB: Surface albedo of the building wall (fraction)

	
0.2




	
ALBG: Surface albedo of the ground (road) (fraction)

	
0.2




	
EPSR: Surface emissivity of the roof (-)

	
0.9




	
EPSB: Surface emissivity of the building wall (-)

	
0.9




	
EPSG: Surface emissivity of the ground (road) (-)

	
0.95
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Table 2. Geometric parameters and urban surface fraction defined for each urban category and urban canopy model.
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Characteristic

	
Urban Class

	
Urban Canopy Model




	
SLUCM

	
BEP






	
Building height [m]

	
Low intensity residential (LIR)

	
10

	
5 (15%)




	
10 (70%)




	
15 (15%)




	
High intensity residential (HIR)

	
15

	
10 (20%)




	
15 (60%)




	
20 (20%)




	
Industrial or commercial (IC)

	
24

	
15 (10%)




	
20 (25%)




	
25 (40%)




	
30 (25%)




	
Roof width [m]

	
LIR

	
8.3




	
HIR

	
9.4




	
IC

	
10




	
Road width [m]

	
LIR

	
8.3




	
HIR

	
9.4




	
IC

	
10




	
Urban fraction

	
LIR

	
0.5




	
HIR

	
0.9




	
IC

	
0.95











[image: Table] 





Table 3. Summary of the WRF/UCM simulations experiments performed in this study.
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Simulation Name

	
No. of Vertical Levels

	
Urban Parameterization

	
Urban Land Use Categories






	
SLUCM

	
46

	
Yes

	
Yes




	
NO_SLUCM

	
Noah bulk

	
Yes




	
NURB_SLUCM

	
Yes

	
No




	
BEP

	
49

	
Yes

	
Yes




	
NO_BEP

	
Noah bulk

	
Yes




	
NURB_BEP

	
Yes

	
No
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Table 4. Meteorological stations of IPMA used for the model evaluation, with their respective identification number, geographic coordinates, altitude, and model land use category.
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	No.
	Station Name
	ID Number
	Latitude (°)
	Longitude (°)
	Altitude (°)
	Model Land Use Category





	1
	Lisbon/Alvalade
	01240921
	38.756147
	−9.144628
	90
	LIR



	2
	Amadora
	01240935
	38.757578
	−9.242442
	143
	LIR



	3
	Lisbon/Baixa
	01240925
	38.710933
	−9.134056
	8
	HIR



	4
	Lisbon/Benfica
	01240931
	38.748853
	−9.199469
	75
	LIR



	5
	Barreiro
	01240928
	38.654350
	−9.067197
	15
	HIR



	6
	Cacém
	01240936
	38.769608
	−9.299486
	124
	HIR



	7
	Lisbon/Estefânia
	01240924
	38.729522
	−9.143322
	79
	HIR



	8
	Lisbon/Airport
	01200579
	38.766203
	−9.127494
	104
	IC



	9
	Lisbon/Geofísico
	01200535
	38.719078
	−9.149722
	77
	LIR
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