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Abstract: The structure of turbulent dynamics in a stable atmospheric boundary layer was studied
by means of a phase-space description. Data from the CASES-99 experiment, decomposed in
local modes (with increasing time scale) using empirical mode decomposition, were analyzed in
order to extract the proper time lag and the embedding dimension of the phase-space manifold,
and subsequently to estimate their scale-dependent correlation dimension. Results show that the
dynamics are low-dimensional and anisotropic for a large scale, where the flow is dominated by
the bulk motion. Then, they become progressively more high-dimensional while transiting into the
inertial sub-range. Finally, they reach three-dimensionality in the range of scales compatible with the
center of the inertial sub-range, where the phase-space-filling turbulent fluctuations dominate the
dynamics.

Keywords: scaling laws; nonlinear dynamics; turbulence spectra; turbulent boundary layer

1. Introduction

The atmospheric boundary layer (ABL) connects the the lowest layer of the Earth’s atmosphere
near the surface to the rest of the free atmosphere (troposphere). Its dynamics are fundamental
for the transport and exchange of moisture, heat and momentum with the underlying surface [1,2].
The ABL is characterized by almost continuous variations of thickness. This is particularly true
over land, in which case it can reach a thickness of the order of d ≈ 100 m during the night and
d ≈ 2000–3000 m or even more during the day. Within the ABL dynamics, all physical quantities
related with the flow (e.g., velocity, temperature, moisture and density) are characterized by rapid and
large amplitude turbulent fluctuations, due to strong vertical mixing and the interplay of waves and
turbulent motions [3–5]. Among other processes, the advection of warm air over a cooler surface is
the principal responsible for the formation of the stable boundary layer (SBL) [1,6,7]. Its formation is
mainly related to the radiative cooling of the ground occurring during nighttime conditions under
relatively clear skies. The net radiative cooling of the ground surface induces a vertical temperature
gradient, associated with a heat transfer from the ABL to the cooler surface, and this heat loss cools
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the air with the formation of a stable stratified inversion layer. Several studies have examined the
turbulent behavior in SBL, showing that its structure can be extremely complex and characterized by
multiscale fluctuations in the inertial sub-range [8–11]. Studies of the mesoscale range (sub-hourly to
sub-daily time scales) [12–14] suggested the existence of a universal cascade mechanism associated
with the energy transfer between synoptic motions and turbulent microscales in the atmospheric
boundary layer. Empirical evidence was provided that mesoscale phenomena own a certain degree of
universality and share features with the homogeneous, fully developed turbulence. However, these
works were performed in order to understand the similarities between different scales in terms of
intermittency and cascade models, without exploring the structure and the dynamical properties
related to the phase space, or the isotropy–anisotropy dichotomy. Indeed, at large scales, usually
characterized by low wind-speed episodes [15–17], but also in the inertial sub-range, the SBL turbulent
fluctuations can be anisotropic, characterized by quasi two-dimensional structure of the flow. Such
behavior has been marked as a distinctive feature of the SBL dynamics. However, some studies
indicate that even in strongly anisotropic flows, a sort of recovery of isotropy may exist at smaller
scales [18–20]. Large eddy simulations have shown that isotropy recovery is a "genuine feature" of
the inertial sub-range [21,22]. The statistical properties of homogeneous and isotropic turbulence
are usually characterized by means of energy spectral density and by the anomalous scaling of the
structure functions of the field increments, e.g., Sq ∝ `ζ(q) [23–26], correlations [27–30]; or in terms of
multifractality from the analysis of the so called multifractal spectrum f (α) [31–36]. However, it is
often difficult to clearly disentangle the turbulent fluctuations from the possible superposed large-scale
motions, so that the genuine features of the cascade may be covered in the data. In this work,
the phase-space of the turbulent velocity fluctuations is reconstructed at different scales, providing
information on the dimensionality of the dynamics through the correlation dimensions [37]. It is shown
that a marked transition between inertial sub-range turbulence and large-scale features is present, for
the first time, in terms of dimensionality of the phase-space manifold. Moreover, observations suggest
a possible restoring of isotropy when approaching smaller scales.

2. The CASES-99 Data-Set

In order to characterize the dynamical properties and the phase-space manifold of stable boundary
layer turbulence, data from the the CASES-99 experiment has been investigated [38,39]. The experiment
has been performed from 01/10/1999 to 31/10/1999 in Kansas, USA (37.6◦N, 96.7◦E), on a relatively
homogeneous and flat experimental area, making it an ideal site for atmospheric boundary-layer study
above a homogeneous terrain. During the measurements, horizontal and vertical observations of
turbulent velocity components have been performed with temporal resolution ∆t = 0.05 s. Accordingly
to the standard dynamic stability indicator Π [10,40], all the CASES-99 nights can be classified into
three categories: turbulent nights, intermittent nights and radiative nights [41]. Here we made use
of measurements taken on October 15, 16, and 17, between 00 : 00 and 06 : 00, when the SBL was
categorized as turbulent. Preliminary analysis shows that the friction velocity for all three samples
was similar, u∗ = {0.49, 0.45, 0.59} m s−1, while different net radiation Qnet = {−73,−58,−31.2},
as well as sensible and latent heat fluxes H = {−45.6,−13.8,−5.7}W m−2 and LvE = {5.7, 9.2, 12.5}
W m−2 were observed. After selection, each velocity component has been further partitioned in three
sub-intervals of 2 hours, which were analyzed individually in order to check for variations in the
nighttime SBL dynamics.

3. Empirical Mode Decomposition of SBL Turbulent Fluctuations

Within the empirical mode decomposition (EMD) framework [42,43], the three components of
a velocity field U ≡ [u(t), v(t), w(t)] can be decomposed each into a finite number n of oscillating
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basis functions, resulting in the intrinsic mode functions (IMFs) Xj ≡
[
φj(t), ψj(t), θj(t)

]
, and additive

residuals R ≡ [rφ(t), rψ(t), rθ(t)] describing the mean trend, so that:

Ui(t) =
n

∑
j=1

Xi,j(t) + Ri(t), (1)

where i .
= {u, v, w} or {φj, ψj, θj}. The decomposition algorithm, called the "sifting process," is based

on the local properties of time series [42], thereby allowing one to characterize non-stationary and
nonlinear processes thanks to its intrinsic adaptive nature. Here, the 3-thresholds stoppage criterion has
been used for interrupting the sifting procedure. This choice has been adopted in order to guarantee
globally small fluctuations in the mean, while taking into account locally large variations [43]. The
values for the three parameters used in this work are: δ = 0.05, ξ1 = 0.05 and ξ2 = 10ξ1, in accordance
with their typical values [43]. Moreover, by means of a Hilbert transform, each IMF is modulated both
in amplitude and phase, Xi,j(t) = Ai,j(t) cos

[
Φi,j(t)

]
being defined by their instantaneous amplitudes

and phases [42]. The instantaneous frequency directly comes out as ωi,j = 2π−1dΦi,j(t)/dt, and the
mean period τi,j = 〈ωi,j〉−1

t , with 〈·〉t representing time average [42].
When the EMD is applied on turbulent fields; fractal or multifractal processes; and random walks,

it intrinsically acts as a dyadic filter bank [44–47], where each IMF captures a narrow band in frequency
space, and the superposition of their Fourier spectra behaves as a power-law Mψ(ω) ≡ Max[ψ̂(ω)] ∼
ω−β [14,48–50].

The EMD has been applied to the three velocity components of the data-set described above.
The resulting IMFs give a complete decomposition of the signal in proper modes, which will be used
for the analysis. A simple significance test [44] comparing the energy of the j-th IMFs and a theoretical
spread function of white noise, computed for different confidence levels, allows one to distinguish
between purely noisy and physical meaningful oscillations [44]. Said test has been performed on all
samples used in this work. All IMFs were statistically significant above the 99% confidence level.

Using as an example one velocity component from one of the extracted CASES-99 velocity
samples, in Figure 1 we observe that IMFs 2 ≤ j < 10 are sufficient to capture the turbulent cascade
process, characterizing the inertial sub-range, and Mψ(ω) ∼ ω−1.61± 0.01 for ω ∈ [5× 10−2, 100.5] Hz,
compatible with the standard Kolmogorov turbulent spectrum [51]. Similar results have been obtained
for all components of all samples (not shown).
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Figure 1. Comparison of Fourier power spectral density E(ω) (black line) for sample 16/10/1999 (from
00:00:00 to 02:00:00) with the Fourier power spectra of different intrinsic mode functions (IMFs) ψj(ω)

(odd only for figure clarity), as a function of frequency ω (the curves have been shifted for clarity). The
band-like structure of each IMF shows the dyadic nature of the decomposition. The dashed black line
indicates the teoretical Kolmogorov spectrum ω−5/3 [23,51].
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Since each IMF describes a well defined spectral band, it is possible to associate it to a characteristic
timescale, or period, τj. Figure 2 shows that the calculated periods are similar for all components Xi,j
and for all samples, and are well ordered so that smaller j corresponds to smaller time-scale, according
to a roughly exponential relation (dashed lines).
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Figure 2. Average IMF period of each IMF as a function of the mode j, for each component u, v and w,
calculated for the sample dated 16/10/1999. Error bars show 95% confidence bounds obtained from
the inverse instantaneous frequency of the j-th IMF ωi,j(t). The dashed lines represent the relation
τj = α× γj [44,45,48], with γ = 1.89± 0.03, γ = 1.96± 0.01 and γ = 1.81± 0.03 respectively. The value
of γ close to 2 indicates the quasi-dyadic filter bank property of the EMD algorithm for these series.

4. Phase-Space Reconstruction and Time Delay of Local SBL Fluctuations

According to Takens theorem, the dynamics of a chaotic system can be reconstructed from a
sequence of observations of its state, by embedding a time-delayed version of the original observations,
a procedure that preserves geometrical invariants, such as the box-counting dimension of the chaotic
attractor [52]. Given a local d-dimensional state vector Xj ≡ [φj(t), ψj(t), θj(t)], which evolves
according to a deterministic dynamics, and whose component Xi has been extracted via the EMD
decomposition, it is possible to reconstruct the higher dimensional dynamics by using time-delayed
versions of the observed quantity Xi,j(t + `∆t) = Xi,j(`∆t) as coordinates for the phase space.
This requires the selection of appropriate time delay ` [53] and embedding dimension m [54,55].
The embedding dimension represents the minimum dimension of the space in which one can
reconstruct a "phase portrait" starting from observations, in which the trajectory does not cross
itself. In some cases, the attractor of a dynamical system can present lower dimensionality than the
embedding space. In order to perform the phase-space reconstruction briefly described above, we have
used the CASES-99 velocity data as follows.

First, the time delay ` has been evaluated via the multivariate average mutual information (MI)
I[Xj(t), Xj(t + `)] = ∑a,b pa,b(`) log (pa,b(`)/pa pb) (where pa, pb, and pa,b(`) are the marginal and joint
PDFs of the components of Xj) between the original time series and the same time series shifted by
the time delay `, averaged over all the data dimensions. For each sample and for each component,
the time delay has been selected as to minimize the mutual information [56,57].

Secondly, the optimal embedding dimension m has been evaluated via the false nearest neighbor
method (FNN) [55,58], by defining the squared Euclidean distance Z2

md, between the components

of Xj and its r-th nearest neighbor X(r)
j , in an m-dimensional phase-space, and then extending to an

m + 1-dimensional phase-space, with 1 ≤ d ≤ 3:

Z2
md =

d

∑
i=1

m−1

∑
k=0

[
Xi(t + k`)− X(r)

i (t + k`)
]2

(2)

Z2
(m+1)d = Z2

md +
d

∑
i=1

[
Xi(t + m`)− X(r)

i (t + m`)
]2

. (3)
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If the distance Z does not exceed a selected threshold Ztol∆t−1 = 15, Z < Ztol , then the embedding
procedure leaves the shape of the attractor unchanged, and the points are defined as true neighbors.
In that case, the embedding dimension m is selected. On the other hand, if Z > Ztol , these points are
defined false neighbors, the embedding dimension m is too small to completely unfold the attractor,
and the data need to be embedded further (i.e., m + 1).

Additionally, a secondary step requires that the distance of the nearest neighbor, when embedded
into the next higher dimension (m + 1), should be smaller than a second threshold; say, Atol∆t−1 = 5,
Zm+1 < Atol . The optimal embedding dimension m is selected when the percentage of FNN vanishes.
Multiplying this dimension m by the number of components of data-set d, provides the true estimate
of dimensionality [59]. The procedure is then repeated decreasing the data dimensionality to d = 2
and then to d = 1, in order to explore the appropriate embedding dimension. Figure 3 shows the
results of the FNN analysis for the components X1,j, X2,j and X3,j respectively, of the state vector Xj,
corresponding to a space d = 1. All curves relative to IMFs liyng in the inertial sub-range (2 ≤ j < 10,
full symbols) reach a percentage of FNN = 0 for an embedding dimension m = 3, corresponding to a
dimensionality md = 3. On the other hand, for IMFs related to large-scale flow (j ≥ 10, open symbols)
the embedding dimension is m = 2 or md = 2. Finally, the two largest-scale IMFs drop to a percentage
of FNN = 0 for m = 1 (md = 1) for all samples. The same results are obtained for all other samples
analyzed in this work. Results of the FNN analysis thus suggest a different dimensionality for the
different spectral regions of the atmospheric velocity fluctuations.
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Figure 3. FNN percentage as a function of the embedding dimension m, estimated for the ψj(t) for
one sub-interval of sample 16/10/1999. All curves relative to IMFs with timescale τj enclosed in the
inertial sub-range drop to 0 at m = 3. IMFs describing the large scale flow tends to a value m = 2.
The last two IMFs are 0 for m = 1.

Table 1 collects the results of the preliminary analysis: the time lags `, as obtained via the MI;
the embedding dimension m; and the total dimensionality dm, for different choices of the state vector
dimension d = 1, 2, 3. Values in the Table refer to X5 ≡ [φ5(t), ψ5(t), θ5(t)] (central scale of the inertial
sub-range; see Figure 1) for the sample dated 15/10/99 02 : 00→ 04 : 00. For the case d = 1 (i.e., when
using single-component velocity time series), the estimate of the true dimensionality gives m = 3 or
dm = 3, indicating that each one-dimensional series must be embedded twice in order to describe the
phase space. Similarly, setting d = 3 (i.e., the full three-dimensional vector is used) results in m = 1
(md = 3), meaning that the three-dimensional state vector Xj allows for the description of the full
phase space and does not need further embedding. Finally, for the various possible combinations of
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two-dimensional time series (d = 2), the estimate of the true dimensionality gives m = 2, resulting in
md = 4, necessary to describe a three-dimensional dynamics using two-dimensional vectors.

Table 1. Time delay ` and embedding dimension m for different possible choices of data dimension d
and components for the IMF with j = 5, X5 ≡ [φ5(t), ψ5(t), θ5(t)], obtained from the SBL sub-sample
dated 15/10/99 02 : 00→ 04 : 00.

SBL j = 5 d `∆t [s] m dm

φ5 1 0.35 3 3
ψ5 1 0.40 3 3
θ5 1 0.35 3 3

φ5, ψ5 2 0.38 2 4
φ5, θ5 2 0.35 2 4
ψ5, θ5 2 0.38 2 4

φ5, ψ5, θ5 3 0.37 1 3

5. Local Correlation Dimension for Turbulent SBL

After determining the basic topological properties of the attractor, its chaotic behavior can
be characterized in terms of its fractal dimension [37,52,53]. This can provide information on the
dimensionality of the turbulent dynamics [60,61]. In the previous section, the FNN analysis indicated
that the embedding dimension of the process is dm = 3, such that the dynamics should be considered
properly three-dimensional. In this section, the analysis is carried further to additionally describe the
scale-dependent properties of the dynamics. In order to better visualize the problem, Figure 4 shows
a representation of the phase-space dynamics for the SBL sample dated 15/10/99 02 : 00→ 04 : 00.
The three panels show two-dimensional projections of the full three-dimensional phase space, built
using the three possible pairs of IMF components. All IMFs resulting from the decomposition are used.
Points from IMFs belonging to the three different dynamical regions: large scales range (τj ≥ 50 s),
upper boundary of inertial sub-range (10 < τj < 30 s) and smallest scales (0.1 ≤ τj < 4 s), are identified
through different colors (green, red and black, respectively). The three regions have neatly distinct
characteristics. Mode j = 1, with period τ1 < 0.1 s, has been excluded from the plot, because it
is most likely noise contaminated [42,47]. A clear transition is visible from the narrow, elongated,
quasi-one-dimensional and strongly anisotropic large-scale points distribution (green) to a wider,
anisotropic elliptic attractor at the boundary of the inertial sub-range (red), and finally to a reasonably
isotropic shape at smaller scales enclosed in the inertial sub-range (black). This suggests that the
large-scale dynamics are essentially two-dimensional, given that the manifold is mainly confined in the
x− z plane (see Figure 4, central panel), with a strong out-of-plane component y (see Figure 4, first an
last panels). At the boundary of the inertial sub-range, the manifold seems to increase its dimensionality,
which can be interpreted as a dynamical transition between the more regular large-scale process to
a more complex nature of velocity field fluctuations. In such range, non-linear interactions start to
make the dimensionality of the system increase rapidly in size, due to the continuous deformation
and fragmentation of the velocity structures. Finally, for IMFs 2 < j < 7 (fluctuation on timescales
enclosed in the inertial sub-range), the phase-space manifold presents a quasi circular geometry, which
can be interpreted as the tendency to recover an isotropic behavior, which is particularly evident in the
x− z plane. A similar behavior was observed for all our samples (not shown).
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Figure 4. The phase-space dynamics in the different scaling regimes. Markers of different colors
(green, red, black) represent different ranges of scales (large scale, inertial range, dissipative scales,
respectively). The three panels are three two-dimensional projections of the three-dimensional phase
space.

The above qualitative considerations can be made quantitative making use of a complexity measure
that can be obtained by considering the scaling law of the correlation between the points of the attractor,
with a given embedding dimension m and time lag `. The correlation integral is written as:

C(ρ, m) = lim
N→∞

1
N2

N

∑
p=1

N

∑
q=1

Θ(ρ− |Xp
i,j − Xq

i,j|) , (4)

where N is the number of considered phase-space states, Θ the Heavyside step function and ρ a
threshold distance between two state points Xp,j and Xq,j. In general, for ρ → 0, the correlation
integral scales are a power-law of the distance ρ as: C(ρ, m) ∼ ρD2 . The scaling exponent D2 is
called the correlation dimension, representing a measure of the dimensionality of the space occupied
by a set of randomly distributed state-points of the dynamical system [37]. For example, if D2 = m,
then the system explores the whole phase space. On the other hand, if D2 < m, a strange attractor
with fractal dimension characterizes the phase-space dynamics. Here the attention is focused on the
local-in-scale (i.e., scale-by-scale) value of the correlation dimension Dj

2, obtained for all IMFs and for
all sub-samples.

The correlation dimension has been estimated using Equation (4) on the CASES-99 data. The two
parameters ` ∈ [0.35, 0.40] s and m = 3 have been fixed according to the results obtained in
previous section. The scaling exponents Dj

2 were obtained through a power-law fit of the correlation
integral Equation (4), performed for all IMFs and for all sub-samples. An example of correlation
integral is displayed in Figure 5 for the component ψ5(t). The exponent D5

2 ≈ 3 was found through a
least square fit of C(ρ, m = 3). Figure 6 shows the correlation dimensions estimated for each mode j
as a function of the characteristic time-scale τj, for each component Xi,j (color-coded in each panel).
The general behavior is consistent for all the studied cases.

In the large-scale range, where the velocity is mostly a slowly changing function of time,
the correlation dimension varies regularly from D2 = 1 to D2 = 2 as the scale decreases.
This highlights the low-dimensionality of the phase-space manifold, compatible with large-scale,
non-turbulent, strongly anisotropic motions (the bulk flow motion). When entering the inertial
sub-range, the dimensionality rapidly increases from D2 = 2 to D2 = 3, illustrating a change in
the physical process generating the fluctuations: the nonlinear turbulent cascade generates smaller
and smaller randomly oriented eddies, so that the dynamics become more complex and more
isotropic. A larger dimensionality is thus necessary to describe the dynamics, due to the more
truly three-dimensional distribution of the eddies motions. The limiting value D2 = 3 is reached near
the middle of the inertial range, indicating a high level of turbulent fluctuations, and suggesting a
possible restoration of isotropy in the dynamics.
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These results describe the transition well visually, as observed in Figure 4, confirming that the
analysis presented here is a powerful tool with which to characterize the various dynamical regimes of
a turbulent flow coupled with large-scale motions.
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Figure 5. Correlation integral for embedding dimension m = 3, for the IMF ψ5(t) extracted from the
sub-sample dated 15/10/99 02 : 00→ 04 : 00.
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Figure 6. Evolution of the local correlation dimension Dj
2 as a function of the IMF characteristic timescale

τj for all component u, v, and w of the velocity field U for sub-samples: 15/10/1999—00 : 00→ 02 : 00,
16/10/1999—02 : 00→ 04 : 00, and 17/10/1999—04 : 00→ 06 : 00, respectively. A clear transition from
a lower dimensional d = 1 to an higher dimensional d = 3 phase space is observed. Vertical dashed lines
represent the range of scales relative to the power-law in the PSD reported in Figure 1.

6. Conclusions

The scale-by-scale phase-space dynamics and the geometrical properties of turbulent stable
atmospheric boundary layer velocity have been studied my means of different methods, using data
collected over three nights by the CASES-99 experiment. Results show empirical evidence of a sharp
transition between a tight anisotropic, elliptical geometry of the phase space manifold towards a wider,
isotropic, quasi-circular one, as the local scale approaches the inertial sub-range. Using false nearest
neighbor analysis, the scale-dependent embedding dimensions m have been found. When using
single-component velocity time series (d = 1), the estimate of the embedding dimension results in
m = 3, indicating that each one-dimensional series must be embedded twice in order to describe
the phase space (dimensionality m× d = 3). When the full three-dimensional vector is used (d = 3),
the FNN analysis gives m = 1, meaning that the three-dimensional state vector enables the description
of the full phase space and does not need further embedding (again, dimensionality m × d = 3).
On the other hand, for possible combination of two-dimensional time series (d = 2), the estimate of
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the embedding dimension is m = 2, resulting in a dimensionality md = 4, necessary to describe a
three-dimensional dynamics using two-dimensional vectors. Finally, the scale-dependent correlation
dimension Dj

2 has been evaluated through the correlation integral. On a large-scale, the correlation
dimension varies regularly from D2 = 1 to D2 = 2 as the scale approaches the inertial sub-range,
fingerprinting the strongly anisotropic low-dimensionality of the phase-space manifold. In the inertial
sub-range, the dimensionality rapidly increases from D2 = 2 to D2 = 3, illustrating that in the
nonlinear turbulent cascade the dynamics is becoming more complex and more isotropic, so that larger
dimensionality is necessary to describe it. The limiting value D2 = 3 is reached near the middle of
the inertial range, indicating a high level of turbulent fluctuations. Since at those scales, Dj

2 = m,
the fluctuations are able to explore the whole phase space, generating a homogeneous distribution of
points in the phase-space (quasi-circular manifold). All these results suggest a possible restoration of
isotropy in the dynamics of the SBL turbulence. The successful application of the techniques described
in this paper to SBL stimulates its use in other different ABL regions as well, which is left for future
works.
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