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Abstract: Recent computational and modeling advances have led a diverse modeling community to
experiment with atmospheric boundary layer (ABL) simulations at subkilometer horizontal scales.
Accurately parameterizing turbulence at these scales is a complex problem. The modeling solutions
proposed to date are still in the development phase and remain largely unvalidated. This work
assesses the performance of methods currently available in the Weather Research and Forecasting
(WRF) model to represent ABL turbulence at a gray-zone grid spacing of 333 m. We consider
three one-dimensional boundary layer parameterizations (MYNN, YSU and Shin-Hong) and coarse
large-eddy simulations (LES). The reference dataset consists of five real-case simulations performed
with WRF-LES nested down to 25 m. Results reveal that users should refrain from coarse LES
and favor the scale-aware, Shin-Hong parameterization over traditional one-dimensional schemes.
Overall, the spread in model performance is large for the cellular convection regime corresponding
to the majority of our cases, with coarse LES overestimating turbulent energy across scales and
YSU underestimating it and failing to reproduce its horizontal structure. Despite yielding the best
results, the Shin-Hong scheme overestimates the effect of grid dependence on turbulent transport,
highlighting the outstanding need for improved solutions to seamlessly parameterize turbulence
across scales.
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1. Introduction

Atmospheric modeling underpins research and operational activities in several fields, such as
aviation, forestry, air quality and renewable energy. Several groups within this diverse atmospheric
modeling community make use of the Weather Research and Forecasting (WRF) model [1,2]. In the
last decade, advances in computational power and new modeling capabilities have led several WRF
user groups to experiment with simulations at higher spatial resolutions [3–6]. While increased model
resolution has the potential to improve simulation performance, it can also complicate the task of
turbulence modeling and lead to inaccurate outcomes, especially at horizontal resolutions between the
meso and microscales, a modeling region known as the “terra incognita” or “gray zone” [7,8]. At these
resolutions, the subgrid-scale (SGS) model lies between the fully parameterized regime, where the
mesoscale approach based on horizontal homogeneity across the grid footprint is applicable and the
large-eddy simulation (LES) regime, where small isotropic eddies are parameterized according to
Kolmogorov’s theory.

Modeling SGS turbulence in the gray zone without missing or double counting turbulent energy
is a relatively recent topic of research that still lacks robust and validated solutions [9–13]. For grid
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spacings larger than the gray-zone upper limit, traditional mesoscale modeling approaches can
be used to model the impacts of SGS turbulence on the resolved fields. These approaches make
use of one-dimensional planetary boundary layer (PBL) parameterizations that assume horizontal
homogeneity across the grid cell. Conversely, when the grid spacing is small enough to perform
LES, the unresolved SGS turbulence is limited to small-scale, three-dimensional eddies. In this case,
the effects of these eddies can be accounted for with eddy viscosity models by invoking the isotropic
nature of the inertial range of turbulence [14–16].

In scientific literature, it is possible to find studies that treat the gray zone in various ways: fully
parameterizing it and treating it like the mesoscale [17,18]; not parameterizing it and treating it like
a very large-eddy simulation (VLES) [19,20]; using scale-aware PBL parameterizations, which can
be modified versions of the traditional mesoscale schemes [21,22]; and skipping it altogether and
going from coarser, mesoscale domains directly into finer, microscale ones [23]. Previous studies
concerned with model development have investigated the ability of different parameterizations to
model specific aspects of the flow for idealized convective conditions [12,24–26]. However, there is
a lack of comprehensive studies that evaluate the merits and limitations of the existing modeling
methods for real, nonidealized simulations. Performing these studies is difficult because of the lack of
reference datasets against which to quantify simulation performance; highly resolved meteorological
observations are rare, and high-resolution, real-case WRF-LES require high-performance computing,
massive data storage and unique expertise. Here, we leverage a highly resolved, WRF-LES dataset
that was previously validated against meteorological observations [23] and can be used to evaluate the
performance of other modeling approaches.

The objective of this work is to support the transition toward high-resolution atmospheric
modeling by identifying the strengths and limitations of methods currently available in WRF to
model atmospheric turbulence at gray-zone resolutions. We simulate five convective cycles and
model the gray zone with four different approaches: a traditional local PBL parameterization,
Mellor–Yamada–Nakanishi–Niino level 2.5 (MYNN); a traditional, nonlocal PBL parameterization,
Yonsei University (YSU); a scale-aware PBL parameterization, Shin-Hong (SH); and VLES.
The performance of these approaches is quantified relative to WRF-LES flow fields. These results
will serve to guide future model improvements, which are needed before higher-resolution WRF
simulations can increase simulation accuracy across use cases.

2. Simulations

The authors considered five simulation approaches, all of which are performed with the advanced
research core of WRF version 3.8.1 [1,2]. The domains used are shown in Figure 1. The two largest
domains are used to cover the mesoscales. They are defined to have the same extent and grid spacing
for all simulations and are configured to run with the same setup in terms of physical parameterizations
and model dynamics: MYNN boundary-layer scheme [27]; MYNN surface layer; Noah land-surface
model; WRF single-moment, 3-class microphysics; rapid radiative transfer (RRTM) longwave and
Dudhia shortwave radiation. The five simulation approaches only start to differ once the third domain
is defined. In the reference LES simulation (RLES), the third domain is run at a horizontal grid spacing
(∆) of 100 m and is further nested down to a fourth domain that is discretized down to ∆LES = 25 m.
Both of these domains are run in LES mode. In the four gray-zone simulations, the third domain is the
innermost nest, and it is run at a gray-zone (GZ) grid spacing of ∆GZ = 333 m.

All simulations consider real-world, full-physics, WRF-based conditions (i.e., not idealized).
The initial and boundary conditions provided to all simulations are from hourly Rapid Refresh [28]
5-hour forecasts produced by the National Center for Environmental Prediction. The grid spacing of
this dataset is approximately 13.2 km. All simulations are run with 73 vertical levels, approximately
12 of which are below 200 m (and 30 within the first kilometer above ground level). Simulations
are performed for March 2015 because of the availability of measurements collected through the
experimental planetary boundary layer instrumentation assessment (XPIA) field campaign [29].
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These measurements were used to validate the simulations performed for this month [23], and 5
days were chosen based on the model performance in simulating wind speed, wind direction and air
temperature near the ground: 20, 21, 28, 29 and 30 March. The simulations analyzed here consider
the convective portion of the diurnal cycle for these 5 days. Data are considered between 1400 and
2400 UTC (0800 to 1800 local time) every 10 min. For the days considered, the sunrise and sunset times
are ∼1256 UTC (∼0656 LT) and ∼0117 UTC (∼1917 LT), respectively. For each convective period,
the mesoscale (i.e., the two largest domains) is run for 36 h. The smaller nests are initialized at hour
24, running for a total of 12 h: 2 h for spin up and 10 h for the final analysis. This setup has been
previously demonstrated in a validation study that compared resolved turbulence quantities against
sonic anemometer data from the XPIA campaign [23].

Figure 1. Simulation domains used. The first two domains (D01 and D02, shown on the left) are the
same for all simulations performed. The third largest domain (D03) is approximately the same extent
for both simulations, but two different horizontal grid spacings are used: ∆GZ = 333 m for gray-zone
simulations and 100 m for the reference simulation RLES. The fourth domain (D04) has a grid spacing
of ∆LES = 25 m and is only included in the RLES case.

The cell-perturbation method [30,31] is used in RLES to ensure the development of small-scale
turbulence as the mesoscale flow structures in the second domain (1-km grid spacing) are passed to
the microscale LES in the third domain (100-m grid spacing). With this method, the lateral boundary
conditions are perturbed between the third vertical level and the one corresponding to ∼70% of the
boundary layer height. The magnitude of this perturbation and its vertical extent are computed a priori
for each convective cycle, based on the physical state of the atmospheric boundary layer according to
the mesoscale spin up simulations [32]. The fourth, innermost RLES domain does not undergo any
cell perturbation. The third domain in the gray-zone simulations (VLES, MYNN, YSU, SH) is also



Atmosphere 2020, 11, 345 4 of 19

perturbed in the same manner as the RLES to ensure consistency across simulation approaches and
instigate the development of under-resolved convective structures.

Whenever the domain is run in LES mode (i.e., the two inner domains in RLES and the innermost
domain in VLES), a three-dimensional turbulent kinetic energy (TKE) 1.5-order closure is used [16].
An isotropic subgrid length scale is used in the RLES simulation approach, where the horizontal
grid spacing of the LES domains is ≤100 m and comparable in all directions. For nonisotropic grids,
different length scales are used. Note that in WRF, the isotropic assumption results in a uniform
length scale that is proportional to the grid sizes across the three directions, ∆x, ∆y, and ∆z. These
length scales are used to compute horizontal and vertical eddy diffusivities of momentum and heat,
thereby directly affecting momentum and heat mixing. In nonisotropic conditions, different length
scales are used for horizontal and vertical diffusion. In contrast to the LES setup, when the boundary
layer is parameterized, horizontal diffusion is accounted for with a first-order Smagorinsky closure
while vertical diffusion is assumed to be one-dimensional and treated via the selected PBL scheme (i.e.,
MYNN, YSU or SH).

The four gray-zone simulation approaches only differ in the way that the boundary layer is treated,
as summarized in Table 1. By comparing these approaches with RLES, we seek to quantify how these
treatments affect simulated flow structures. As previously stated, one method treats the gray zone as a
nonisotropic VLES. A second method uses the well-established MYNN PBL scheme [27]—the same
used in the two largest domains in all simulation approaches to model the mesoscale fields. A third
method uses the YSU PBL scheme [33]. The main difference between YSU and MYNN is that the
latter is a local scheme, meaning that vertical transport is achieved with diffusion across adjacent grid
cells via small-scale turbulence (the counter-gradient eddy viscosity approach). Conversely, YSU is a
nonlocal scheme that accounts for vertical transport via strong updrafts of organized structures, such
as convective cells and rolls. A second difference is that MYNN uses a 1.5-order closure (i.e., it uses
a prognostic equation for SGS TKE to parameterize the turbulence diffusivities of momentum, heat
and other scalars), whereas YSU implements a first-order closure. The third PBL scheme considered
is referred to as SH and represents a modification of YSU for simulating convection at intermediate,
gray-zone resolutions [21], and it was developed based on a set of idealized simulations of convective
boundary layers performed with WRF-LES.

Table 1. Summary of the five simulation approaches considered.

Simulation Name RLES VLES MYNN YSU SH
Horizontal Grid Spacing 25 m 333 m 333 m 333 m 333 m

Horizontal Extent
of Innermost Domain 30 km 133 km 133 km 133 km 133 km

Boundary Layer Treatment
at Innermost Domain LES LES MYNN [27] YSU [33] Shin-Hong [21]

3. Analysis Methods

3.1. Spatial Extent and Resolution

The analysis is based on a direct comparison of the five simulation approaches. To make all of
them comparable, the gray-zone domains (which are larger in extent, see Table 1), are first clipped to
match the area covered by the RLES innermost domain. Then, all five datasets are filtered in spectral
space so that the higher-resolution RLES fields can be directly compared to the coarser gray zone fields.
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This way, differences between simulation approaches are independent of grid spacing and strictly the
result of different PBL parameterizations in the simulations.

An example of the filtering process is given in Figure 2 for potential temperature perturbation
fields. The filtering method applied uses a hybrid uniform-Hanning window and a Butterworth filter.
The window function is uniform at the center of the domain to avoid smoothing out the flow fields of
interest and follows a Hanning function along the edges. After windowing, the following Butterworth
filter is applied to the flow fields,

B =
1√

1 +
(

κ
κcutoff

)2n
, (1)

where κ (m−1) are the wave numbers, κcutoff (m−1) is the cut-off wave number for the filter and n is
the order of the filter. Herein, κcutoff = 1/(5∆GZ) = 1/1.7 km−1 and n = 12. This κcutoff value ensures
that only the modes that are fully resolved in all simulation approaches are considered in the analysis.
For the simulations performed, the effective model resolution is∼ 4∆− 5∆ because of the hybrid-order
advection scheme with improved spectral resolution utilized [34].

Figure 2. Example of potential temperature perturbation fields (at model level 6, ∼90 m above ground
for this time) for each simulation approach. Data are valid for 28 March 2015, at 17:30 UTC (11:30 LT).
RLES fields are shown before and after spatial filtering. Gray-zone fields (VLES, MYNN, YSU, SH) are
shown after clipping and filtering. All fields are filtered at κcutoff = 1/5∆GZ ∼ 1/1700 m−1.

3.2. Convective Regime Categorization

As previously mentioned, each of the five daytime cycles is analyzed for 10 h (between 0800
and 1800 LT), with an output frequency of 10 min. Therefore, a total of 300 snapshots is available
for analysis for each simulation approach across the 5 days. Each of these snapshots is placed into
one of two categories: convective cells; and transition regime or convective rolls. These regimes are
exemplified with vertical velocity fields in Figure 3.

The classification of each flow state into one of the two regimes is based on the relative magnitude
of the boundary-layer height (zi) and the Obukhov length (L): −zi/L. This boundary layer height
is taken from the mesoscale parent domain of each dataset being analyzed (D02, the second largest
domain shown in Figure 1) as the value computed by the MYNN boundary layer parameterization,
and it is shown in Figure 4c. This choice ensures consistency in the calculations, as the mesoscale
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parent domain has the exact same configuration for all simulation approaches. The Obukhov length is
calculated from the RLES fields as

L =
−u3
∗θ

kgQ
, (2)

where the friction velocity u∗ (m s−1) is a diagnostic of the model (shown in Figure 4a), the potential
temperature θ (K) is considered at the first model level (∼ 5 m above ground), k is the von Karman
constant (k = 0.41), g (m s−2) is the gravitational acceleration, and Q (W m s−1) is the kinematic heat
flux computed from the model diagnostics for sensible and latent heat fluxes at the surface (shown in
Figure 4b) and air density.

Figure 3. Instantaneous vertical velocity fields (∼100 m above ground) obtained from the innermost
domain of the reference simulation RLES and shown for a box centered in the innermost domain
and spanning 10 km × 10 km horizontally. These examples highlight differences in the turbulence
structures depending on atmospheric stability: cell-dominated convection (left), transition (center) and
roll (right) regimes.

Because these are full-physics, real-case simulations covering a relatively large domain,
the resulting estimates for boundary layer height, momentum fluxes and heat fluxes are typically
heterogeneous. To obtain a single estimate of these parameters at each time, the values obtained are
averaged in space over a 15 km × 15 km area, with the midpoint at the center of the innermost domain.
The final values obtained and the resulting instability parameter −zi/L are shown in Figure 4. A clear
diurnal cycle can be seen for the 5 days in the heat flux and boundary layer height values. The diurnal
evolution of friction velocity is less consistent, leading to pronounced differences across the different
days. These differences propagate to estimates of the instability parameter −zi/L, which are different
depending on the day. The magnitude of −zi/L values is overall high, indicating that most of the
simulated flow is comprised of convective cells (as opposed to convective rolls or a transition regime).
There is no universal cut-off value of −zi/L that can be used to clearly distinguish between roll and
cell regimes under all conditions [35]. For the purposes of this work, we adopt the previously used
value of −zi/L = 25 [36]. This cut-off reveals that 90% (Figure 5) of the simulated data (269 out of 300
snapshots) falls within the convective cell category (zi/L ≥ 25). To ensure statistical significance of the
results, the analysis presented throughout this article will consider only the snapshots that fall within
this regime.
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Figure 4. Diurnal evolution of friction velocity, upward surface heat flux, boundary layer height and
instability parameter. Shown for each diurnal cycle considered in the analysis and obtained from
the reference simulation RLES. The values are spatial averages within a box that is centered in the
innermost domain and spans 15 km × 15 km horizontally.

Figure 5. Percentage of simulation snapshots that falls into each of two categories: instability parameter
−zi/L ≥ 25 (convective cell regime) and −zi/L < 25 (transition or convective-roll regime). Shown for
each simulated day and for all days combined.

3.3. Simulation Performance Assessment

The performance of each gray-zone simulation approach is assessed relative to the RLES fields.
This assessment is done considering planar averages of quantities throughout the vertical extent of
the atmospheric boundary layer and horizontal planes at fixed heights. No vertical interpolation is
performed, and all quantities are kept in the terrain-following WRF coordinates. For a given time
and simulation approach, the height of a model level z(k, t) is taken as the horizontal average of the
height values z(i, j, k, t), where i represents the coordinate along west-east, j along south-north, k the
terrain-following model level and t time. These averages consider a domain-centered area that spans
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30 km along the i and j directions. Because interpolation is not performed, the planar averages and
horizontal planes are not strict planes but approximate planes. This assumption is reasonable given
the relatively simple terrain in the area of focus: a maximum elevation change of 300 m across 30 km.

For the vertical assessment, we consider the root-mean-squared error (RMSE) of planar-averaged
(i.e., horizontally averaged) quantities. To obtain these error metrics, each quantity of interest q(x, y, z, t)
is averaged horizontally over an area that is 15 km × 15 km to yield 〈q〉(z, t). At each time, the RMSE
of the vertical profile is computed relative to RLES by considering points where z/zi ≤ 1.2. Finally,
the vertical median of these values is computed, resulting in a time series of vertically averaged RMSE
for each quantity of interest and simulation strategy. To complement the RMSE analysis, the median of
the bias across the atmospheric boundary layer is also considered, where positive values represent an
overestimation of the simulation relative to RLES.

For the horizontal assessment, flow fields are compared qualitatively with contour plots
and quantitatively in Fourier space. The one-dimensional energy spectra considered in the analyses
are obtained by mapping the two-dimensional fast Fourier transform (FFT) from Cartesian to polar
coordinates and then averaging the FFT signal power across azimuths. The azimuthally averaged

power is therefore given as a function of radial wavenumber κ =
√

κ2
x + κ2

y. The spectral range
considered is limited to κ > κcutoff, where κcutoff was used to filter the flow fields as described in
Section 3.1. An example of the azimuthally averaged spectra showing the entire wavelength range and
zooming in on the region of interest is shown in Figure 6.

Figure 6. Example of azimuthally averaged power spectra of vertical velocity perturbations for the five
simulation approaches. The left panel shows the entire wavenumber range, and the right panel shows
the wavelength range considered in the analysis, starting at λcutoff.

4. Results

The objective of this section is to identify and quantify weaknesses and strengths of the four
gray-zone simulation approaches considered. The model performance for each approach is determined
relative to the reference LES simulation, RLES. First, an overall performance analysis is carried out
with statistical distributions of errors that consider horizontally averaged atmospheric quantities
throughout the atmospheric boundary layer. This analysis provides insight into vertically integrated
model performance in terms of the magnitude of several quantities. Next, the simulation approaches
are evaluated regarding the spatial structure of turbulence via qualitative assessments of the flow fields
and a quantitative description of energy across scales. For this second assessment, specific simulation
times are chosen to exemplify scenarios that highlight the skills and shortcomings of the different
modeling techniques. Because these are not idealized simulations of specific atmospheric states, we do
not expect a single simulation approach to outperform all others for all quantities of interest. Rather,
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we seek to identify which approaches work well under which convective conditions when simulating
real, complex atmospheric scenarios arising from dynamic, heterogeneous forcing conditions.

4.1. Shin-Hong Grid Dependence

This section provides quantitative evidence on the motivation for comparing the YSU and SH
parameterizations. It is important to keep in mind that these two approaches will only differ at certain
times. More specifically, SH incorporates two grid-dependency functions that scale the magnitude
of the parameterized vertical heat transport depending on the ratio between horizontal grid spacing
and boundary layer height, ∆∗ = ∆/zi. One of these functions acts on local transport (PL in Figure 7)
and the other on nonlocal transport (PNL in Figure 7). These two functions are active for the majority
of the times simulated herein but with different magnitudes. The effect of these functions on the
simulated flow fields increases as the day progresses, as shown in Figure 7b. For more detail on the
formulation of the SH scheme, the reader is referred to [21].

(a) Statistical distribution. (b) Diurnal evolution.
Figure 7. Values of the Shin-Hong parameterization grid-dependency functions PL and PNL for the
five convective cycles simulated for this work. Left panel (a) shows the two functions (lines) and the
frequency of occurrence of function values during the analyzed simulation times (bars). Right panel
(b) shows the diurnal evolution of the two functions separated by day..

4.2. Spatially Averaged Errors

The statistics of RMSE values for each quantity and simulation approach are shown in Figure 8.
The main overall results from this analysis are that VLES yields the largest errors and YSU and SH the
smallest errors for most quantities of interest. The exceptions to this are (i) vertical velocity variance,
for which the MYNN distribution presents a similar median error but larger spread and tail than VLES;
and (ii) potential temperature, for which MYNN presents the lowest median error and an error spread
that is comparable to YSU and SH.

All simulation approaches show normally distributed errors for vertical velocity variance and
heat flux, with outliers staying below 4%. For these two quantities, YSU has the lowest mean error,
followed by SH and MYNN. Although the majority of error values are low in magnitude for TKE
and momentum flux, these two quantities show a slightly larger number of outliers, between 5%
and 10%. As previously mentioned, 269 snapshots are being considered in this analysis, and the
10% figure represents 27 snapshots of simulated flow fields. In the next section, these outliers will
be investigated in more detail. A large number of outliers is also observed for vertical velocity and
wind direction. Fewer outliers are observed for horizontal wind speed, with SH performing the best,
followed closely by YSU and MYNN.



Atmosphere 2020, 11, 345 10 of 19

Figure 8. Distribution of RMSE time series computed from vertical profiles of horizontally averaged
turbulent kinetic energy, momentum flux, vertical velocity variance, vertical velocity, horizontal
wind speed and direction, heat flux and potential temperature. Whisker plots show 25th, 50th and
75th quantiles. The circles extending out from the whisker plots represent the distribution outliers.
The percent values in each figure quantify the percentage of outliers rounded to the nearest integer.

The mean bias in Figure 9 complements the RMSE analysis by revealing trends in under vs.
overestimation for the turbulence quantities considered. Momentum flux is not shown here because
its mean bias is close to zero for all simulation strategies. The TKE, vertical velocity variance and heat
flux bias statistics reveal that YSU tends to underestimate the turbulent fluxes, whereas the other three
simulation approaches (VLES, MYNN, SH) overestimate them. These sign differences are especially
important when comparing YSU and SH: while the median RMSE is very similar for these two
approaches, the difference in sign observed for the median bias indicates that the turbulent flow fields
being simulated by these two approaches likely exhibit substantial physical differences. The spatial
structure of these turbulence structures will be examined in more detail in the following sections.
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Figure 9. Distribution of bias time series computed from vertical profiles of horizontally averaged
turbulent kinetic energy, vertical velocity variance and heat flux. Whisker plots show 25th, 50th and
75th quantiles. The circles extending out from the whisker plots represent the distribution outliers.
The percent values in each figure quantify the percentage of outliers rounded to the nearest integer.

4.3. Turbulent Energy Spectra

In this section, we complement the overall error analysis by considering power spectra of turbulent
fluxes. The vertical velocity spectra for each of the cases (Figure 10) exhibit very clear trends that are
also visible in the U′w′ and θ′w′ cospectra (not shown).

Figure 10. Diurnal average (0800-1800 LT) of azimuthally averaged power spectra for vertical velocity
perturbations at z/zi = 0.5.

First, note the difference in spread across simulation strategies for the different days: substantially
more variation can be observed for 20, 21 and 29 March than for 28 and 30 March. These last 2 days
have more energy at large scales (i.e., 30 km > λ > 8 km) and the largest number of snapshots with
−zi/L < 25 (Figure 5), both of which indicate the prevalence of convective rolls or a transition state
over thermally induced cells. Note that the daily-averaged spectra shown here do not consider the
snapshots with −zi/L < 25, which were removed from the analysis after the convective regime
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categorization (Section 3.2). The fact that this low spread across simulations remains even after
categorizing the data indicates that these 2 days are driven by different atmospheric forcing. This can
be confirmed by visual inspection of the turbulence structure and horizontal wind fields at the same
height that the spectra were computed. These flow fields, shown in Figures 11 and 12, represent
the last simulated time on 28 March for which −zi/L > 25 (i.e., the last time for this day that is
included in the analysis). The vertical velocity turbulence structure reveals a complex convective state,
with small structures to the north and large roll-like shapes extending along the northwest-southeast
direction. The wind direction is homogeneous throughout the domain and the wind speed field
reveals a large-scale, high-wind feature traversing the domain along the northwest-southeast direction.
These features are evidence that large-scale atmospheric structures, likely triggered by flow over terrain
to the west (Figure 1), are the dominating features during these 2 days. These larger-scale systems
mask the effects of smaller-scale, radiative-driven convection that would otherwise be noticeable in
the flow fields and visible in the spectra as an energy peak near λ = 3 km (as observed for 20, 21 and
29 March in Figure 10).

Figure 11. Contours of vertical velocity perturbations at z/zi = 0.5 for all simulation strategies on 28
March, 20:10 UTC (14:10 LT). This is the last time considered in the analysis of 28 March, as determined
by the −zi/L convective regime categorization. For completeness, RLES is shown before and after
spatial filtering.

In addition, what is made evident from the spectra in Figure 10 is the consistent underestimation of
turbulent energy by YSU, especially for the more convective days (20, 21 and 29 March). This outcome
is consistent with previous work [21], which pointed out that YSU can overestimate the magnitude of
larger-scale, nonlocal transport for certain convective conditions when the model grid spacing is in the
gray zone. This overestimation leaves little energy for resolved motions, leading to a larger dissipation,
and the turbulence content ends up being systematically underpredicted, as shown in Figure 10
and consistent with the bias distribution of TKE, vertical velocity and heat flux presented in Figure 9.
The results shown herein confirm that this issue is substantially mitigated with the scale-aware SH
parameterization. To further illustrate this point, Figure 13 provides a quantitative estimate of the errors
of each gray-zone simulation strategy in terms of spectral energy content. The spectra are computed
for each snapshot, the area under the energy curve is integrated and a percent error relative to RLES
is computed for each simulation approach at each time (i.e., 269 snapshots representing all cases
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combined). The values shown in Figure 13 present a curve fit to the empirical probability distribution
of the time series of percent error values obtained for the three turbulent quantities considered. Note
that the large magnitude of the percent errors is simply a result of the magnitude of the values
being compared, on the order of 100 to 106 m2 s−2. This analysis reveals that the underestimation of
turbulence by YSU is even more pronounced for momentum and heat flux. Although SH still under or
overestimates the energy content at times, the distribution of errors is centered close to 0%. In addition,
SH has a shorter overprediction tail than MYNN and VLES for the three quantities.

Figure 12. Contours of horizontal wind speed and wind direction vectors at z/zi = 0.5 for all simulation
strategies on 28 March, 20:10 UTC (14:10 LT). This is the last time considered in the analysis of 28 March,
as determined by the −zi/L convective regime categorization. For completeness, RLES is shown before
and after spatial filtering.

Figure 13. Curve-fitted histogram for time series of errors (%) in energy (co)spectra, at z/zi = 0.5,
integrated for λ ≥ 8 km and shown for vertical velocity perturbations, w′; momentum flux, U′w′;
and heat flux, θ′w′.

Contrary to the behavior of YSU, VLES largely overestimates the turbulence energy content for
these highly convective days (20, 21 and 29 March). This can be observed from the daily-averaged
spectra (Figure 10) and spectral energy error distributions (Figure 13). This observation is also
consistent with previous work [37], which pointed out that coarse LES fail to dissipate energy at a
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realistic rate, leading to an accumulation of energy along the wavenumber spectrum. In other words,
because too little energy is dissipated by the SGS parameterization, there is too much energy available
for resolved motions.

To complement the energy spectra analysis, Figures 14 and 15 show contours of vertical velocity
and wind speed for a highly convective snapshot on 21 March at 2100 UTC, chosen based on the peak
values in −zi/L ≈ 600 (Figure 4d). These figures illustrate the performance of each simulation strategy
in terms of reproducing the spatial structure of the flow fields in the horizontal direction. The RLES
vertical velocity fields show clear convective cell structures (unlike the 28 March flow field shown in
Figure 11). Despite an overestimation in the magnitude of these up and downdrafts, as well as some
overprediction of the cell’s wavelength (peak of energy spectra in Figure 10), VLES, MYNN and SH
are able to reproduce the spatial structure of the turbulent field. In contrast, YSU underestimates the
magnitude of the perturbations and fails to simulate the cell-like structures present in the reference
simulation. As a result, the YSU wind speed and direction fields are unrealistically homogeneous and
the small-scale, terrain-induced, high-speed flows are not reproduced.

Figure 14. Contours of vertical velocity perturbations at z/zi = 0.5 for all simulation strategies
on 21 March, 2100 UTC (1500 LT). This time represents a peak in −zi/L, as shown in Figure 4d.
For completeness, RLES is shown before and after spatial filtering.
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Figure 15. Contours of horizontal wind speed and wind direction vectors at z/zi = 0.5 for all simulation
strategies on 21 March, 2100 UTC (1500 LT). This time represents a peak in−zi/L, as shown in Figure 4d.
For completeness, RLES is shown before and after spatial filtering.

4.4. Horizontally-Averaged Vertical Profiles

Despite failing to reproduce the magnitude and structure of turbulence at z/zi = 0.5,
horizontally-averaged vertical profiles reveal that YSU can outperform the other gray-zone simulation
strategies at certain times and heights when considering integrated error statistics. To exemplify this
point, Figure 16 shows vertical profiles of several mean and turbulent quantities for the same time
as Figures 14 and 15. These figures elucidate the apparent contradiction resulting from the previous
analyses for YSU: a good performance in terms of mean errors and a poor performance in terms of
turbulence magnitude and structure. The low RMSE and bias for YSU (Section 4.2) result from cases
in which RLES has fairly low turbulence values, as shown in the four bottom subpanels in Figure 16.
During these cases, the low-turbulence YSU is often closer to the RLES profile than the more turbulent
VLES, MYNN and SH approaches. This example does not contradict or override the results from the
previous sections. Because these are real and not idealized WRF simulations, different simulation
approaches will perform better for different quantities of interest at different times. Therefore, specific
snapshots cannot provide overall simulation performance diagnostics. Instead, the contours and
vertical profiles of specific times are included to illustrate the simulated physical states that lead to
certain results.



Atmosphere 2020, 11, 345 16 of 19

Figure 16. Vertical profiles of horizontally averaged quantities between 0 > z/zi < 0.75 on 21 March,
2100 UTC (1500 LT). This time represents a peak in −zi/L, as shown in Figure 4d. Horizontal averages
consider an area that extends 15 km × 15 km.

5. Discussion

The currently available methods for simulating atmospheric boundary layers at gray-zone
scales are traditional one-dimensional parameterizations, scale-aware parameterizations and coarse
LES. Here, we evaluated the performance of these different methods relative to highly resolved
LES. In addition to coarse LES, we considered three PBL parameterizations available in WRF: a
traditional local scheme (MYNN), a nonlocal scheme (YSU) and a scale-aware scheme (Shin-Hong
(SH)). The convective portion of five diurnal cycles in March 2015 was simulated, and the times
corresponding to a convective-cell regime were considered in the analysis.

For days in which turbulence scales are large and topography-induced flows wash out
radiation-driven convective structures, all simulation approaches perform reasonably well. In contrast,
the differences across simulation strategies are pronounced for highly convective days. For these days,
SH presents the overall best performance and VLES the worst. In terms of turbulence energy spectra,
all simulations fail to reproduce the peak energy values for wavelengths of ∼2 km, as observed in
RLES for 20 and 21 March and to a lesser extent, for 29 March.

The analysis revealed that the nonlocal YSU scheme consistently underestimates the magnitude
of turbulence, especially for wavelengths greater than 8 km. In addition, YSU often fails to reproduce
the spatial structure of cellular convection. However, the spatially integrated error analysis indicated
that this scheme might be acceptable for applications that do not focus on turbulence, because overall
error magnitudes are comparable to the other simulation approaches.

The scale-aware SH scheme, which is a modification of YSU for simulating convection at
intermediate scales, performed better than YSU at reproducing the magnitude and structure of
turbulence, especially for the three most convective days: 20, 21 and 29 March. This result is observed
from energy spectra and horizontal contours of flow fields but is not evident in the overall error metrics



Atmosphere 2020, 11, 345 17 of 19

that are similar for YSU and SH. Despite representing an improvement in simulating turbulence at
gray-zone scales, SH seems to have overcompensated for the effects of grid spacing on the turbulent
transport and overly reduced the amount of energy dissipation, leading to an overprediction of
turbulent energy in some cases.

The local MYNN scheme had overall slightly larger errors than YSU and SH.
Although daily-averaged spectra indicate a similar magnitude of energy overestimation for
SH and MYNN, time-resolved differences reveal that MYNN overpredicts the energy content in
vertical velocity fluctuations, momentum flux and heat flux to a larger extent than SH. In terms of
spatial structure and magnitude of fluctuations, MYNN outperformed YSU. As already mentioned,
the worst performance was observed for VLES, the coarse LES approach. In addition to presenting the
largest overall errors, VLES also consistently overestimated the magnitude of turbulence across scales
for the three most convective days.

6. Conclusions

This work revealed that users interested in subkilometer simulations within WRF should refrain
from coarse LES and favor the scale-aware parameterization Shin-Hong over other traditional
alternatives (MYNN and YSU one-dimensional PBL schemes). These results are based on analyses of
the finest nest and not the parent domain used to generate boundary conditions for the nest. For parent
domains, previous work [9] found that turbulence modeling choices at the gray zone have little effect
on the flow simulated by the finer nest. The fact that Shin-Hong performed better than YSU indicates a
promising avenue for schemes that take the grid spacing and boundary layer height into account when
computing subgrid-scale transport. However, the fact that Shin-Hong overcompensated this scale
dependence indicates that more work needs to be done to develop turbulence modeling alternatives
adequate for gray-zone resolutions. For example, we expect extensions to the Shin-Hong scale-aware
scheme including subgrid-scale momentum fluxes and horizontal flux divergence terms to contribute
to a more robust behavior across gray-zone resolutions. With the growing use of WRF at subkilometer
scales across a broad user group, the need for a robust gray-zone modeling solution is urgent to ensure
that research and technology decisions are based on reliable results. This modeling solution could also
take the form of an adaptation of three-dimensional isotropic turbulence schemes [25,38,39].

As new or improved solutions are proposed, we suggest that they be evaluated against existing
alternatives following the procedure presented in this work. In addition, future work should leverage
observational datasets, be expanded to a longer simulation time period and consider the spatial
structure of turbulence in more detail and at more heights above ground. For example, analyses
focused on near-ground mean and turbulent flow would directly benefit wind energy research and
industry, which is quickly adopting subkilometer atmospheric modeling capabilities.
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31. Muñoz-Esparza, D.; Kosović, B.; Mirocha, J.; Beeck, J.V. Bridging the transition from mesoscale to microscale
turbulence in numerical weather prediction models. Bound. Layer Meteorol. 2014, 153, 409–440. [CrossRef]
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