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Abstract: Turbulent flows over forest canopies have been successfully modeled using Large-Eddy
Simulations (LES). Simulated winds result from the balance between a simplified pressure gradient
forcing (e.g., a constant pressure-gradient or a canonical Ekman balance) and the dissipation of
momentum, due to vegetation drag. Little attention has been paid to the impacts of these forcing
methods on flow features, despite practical challenges and unrealistic features, such as establishing
stationary velocity or streak locking. This study presents a technique for capturing the effects
of a pressure-gradient force (PGF), associated with atmospheric patterns much larger than the
computational domain for idealized simulations of near-surface phenomena. Four variants of this
new PGF are compared to existing forcings, for turbulence statistics, spectra, and temporal averages
of flow fields. Results demonstrate that most features of the turbulent flow are captured. The variants
can either enable modelers to prescribe a wind speed and direction at a reference height close to the
ground as required in wildfire simulations, and/or mitigate streaks locking by reproducing the stability
of the Ekman balance. Conditions of use, benefits, and drawbacks are discussed. PGF approaches,
therefore, provide a viable solution for precursor inflows, including for the specific domains used in
fire simulations.

Keywords: large-eddy simulation; large-scale pressure gradient; precursor wind flow; ekman balance;
coriolis force; canopy flow; wildfire; wind energy; persistent streaks; streaks locking

1. Introduction

Turbulent flows over the forest canopy and forest gaps have been studied in wind-tunnel, field,
and numerical experiments, leading to a good understanding of turbulence development mechanisms
and a better knowledge of turbulence structures in homogeneous canopies and at forest edges [1].
A variety of numerical models are now used to simulate wind fields with a reasonable degree of accuracy.
Among the different techniques used to simulate wind flows, one of the most fruitful approaches
is the Large-Eddy Simulation (LES), which enables explicit computation of the turbulent structures
larger than grid size [2–11]. This technique has been applied to a wide variety of investigations.
For instance, simulations enable researchers to disentangle the mechanisms associated with interactions
between canopy and wind flow [7,8] and to determine the spatial extent and other important properties
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of transition zones in heterogeneous canopies [2,4,9]. They enable simulation of seed [10] and
pollen [11] dispersal. In the context of wildfire, they can be used to develop precursor windflows for
physics-based-wildfire-behavior modeling (e.g., References [2,3]) or firebrand transport [12], and even to
analyze wind measurement accuracy or representativeness in the context of fire experiments [13]. Finally,
they help understand discrepancies in observations, e.g., for eddy-covariance measurements [14] or
to compute precursor wind flow for wind turbine modeling [15]. The development of resolved
canopy-shear-induced turbulence requires fetch distances that are much greater than the desirable
domain size for the studies described above (hundreds to thousands of meters). Promising methods
based on stochastic perturbations have been proposed to accelerate this transition [16,17], but periodic
boundary conditions are still widely used. A periodic domain essentially serves as a Lagrangian
window that moves downwind as the shear profile develops and allows the modeler to side-step explicit
representation of vast distances (thereby reducing computational resource requirements). The obvious
limitation of this approach is that the influences of structures or patterns in the atmosphere that are
larger than the domain size are not explicitly represented. Additional steps must be taken to account
for the large-scale forcing that counterbalances the momentum sink resulting from vegetation drag in
the lower part of the boundary layer. Unfortunately, the existing forcings associated with periodic
boundary conditions have some practical limitations under particular configurations. These are
detailed below.

Modeling phenomena affected by ambient winds in real events (e.g., reproducing fire
experiments [18], particle or scalar dispersion and transport) requires representing the upwind
atmospheric conditions. Nudging and data assimilation techniques have been developed to
force atmospheric models with meteorological observations at regional (e.g., References [19,20])
or local [21] scales. At the forest canopy or fire experiment scale, observations are often limited to
wind speeds and directions at given heights at a limited number of points. Reproducing the real
three-dimensional boundary-layer flows is impossible with such limited description, forcing modelers
to make assumptions or simplifications in their boundary and initial conditions leading to somewhat
idealized simulations. The Ekman balance [22], referred to later as EKB, is the theoretical balance
between the mesoscale pressure gradient, the Coriolis force, and the vegetation drag. EKB is quite
often used in idealized LES of the atmospheric boundary-layer (e.g., Reference [23]), but far less
often for the atmospheric surface layer [9]. The magnitude and direction of this pressure gradient,
generally assumed constant, are set according to the expected geostrophic wind. LES of EKB reported
streaks [23,24], which are streamwise vortical structures as large as several hundreds of meters, can be
observed in the simulated atmospheric boundary-layer [23,25,26]. They build, evolve, and dissipate
over periods of several tens of minutes [26–28]. With EKB, the wind velocity and direction at a given
height close to the canopy depend on vegetation characteristics and the Coriolis parameter, and is only
controlled by the geostrophic wind. This is not practical when the reference conditions (wind speed and
direction) are only known close to the ground, as in most wildfire or wind energy applications, since the
appropriate value for the coinciding geostrophic wind is difficult to determine a priori. Additionally,
the rotation with height induced by the Coriolis force complicates the analysis of simulations when
vegetation or topography is not homogeneous over the domain. The Coriolis force either supports or
destroys the planetary boundary-layer structures, depending on whether their vorticity is parallel or
counter parallel to the planetary vorticity [29].

The Coriolis force is neglected in most simulations of the surface-boundary-layer
(e.g., References [2,4,7,30–33]), as well as in many simulations of the atmospheric boundary-layer
(e.g., References [34–36]). In these simulations, a spatially-constant-pressure-gradient force most often
compensates the momentum sink induced by surface roughness elements. Several variants of such a
pressure gradient are used among studies cited above. The pressure-gradient can either be constant,
or evolve with time to keep the mass flow constant. The forcing can be applied to the whole domain or
in the upper part only. This type of forcing, later referred to as CPGF, avoids the complexity induced by
the Coriolis-induced spiraling, and is generally presented as a relevant representation of atmospheric
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surface and boundary-layer flows [34]. However, even if the wind velocity at a given height can be
roughly estimated with the law of the wall, it cannot be specified accurately, as for the EKB. Moreover,
Reference [31] reported an unusually-large forcing, due to limited domain height and overestimations of
the mean streamwise velocity. Regarding applied studies, the streaky structures simulated with CPGF
tend to be persistent and “locked”, when domain extents are less than some tens of kilometers [36,37],
which is not appropriate in applied canopy flow studies where velocities at specific locations are
important, such as wildfire-precursor computations. CPGF is often used in incompressible codes
using spectral solvers with a free-slip upper boundary condition. With compressible codes, a frequent
alternative to EKB for canopy-flow simulations is the use of a geostrophic wind corresponding to a
base state at the top of the domain that drives the flow, in combination with a Rayleigh damping layer
(e.g., References [5,6]). This type of forcing is typically used for wildfire simulations, in which domain
height is generally large with respect to domain length (to include the plume) and the grid resolution
is fine near the ground, although it also leads to streaks locking [2].

This manuscript presents a forcing for capturing the effects of large-scale-pressure-gradient forces
that has been developed for wildfire-precursor simulations, to avoid practical limitations of EKB and
CPGF. Building on a modified version of CPGF for applied canopy-flow simulations, our approach
aims at (1) using a pressure profile closer to the one of the EKB, (2) allowing the forcing of the velocity
at a given height, (3) mitigating streak locking in precursor simulations. Here, simulations with
various pressure forcing methods are compared to idealized atmospheric boundary-layer simulations,
for configurations typically used for precursor computations in wildfire simulations. In addition, the
sensitivity to the grid size is investigated in the manuscript, so that the use of the methods to other
applications is discussed (canopy flows, idealized boundary-layer research, comparison with observed
events or wind turbine simulations).

2. Model Description

2.1. HIGRAD/FIRETEC

The HIGRAD/FIRETEC model is a coupled fire/atmosphere model in which an atmospheric
model (HIGRAD [38]) is coupled to a combustion and heat transfer model (FIRETEC [39]),
enabling physics-based wildfire simulations (e.g., References [2,18]). HIGRAD solves the compressible
Navier-Stokes equations using the method of averages (MOA). The MOA scheme combines and
averages the advective tendency, buoyancy, local-pressure-gradient, and Coriolis-force terms of the
momentum equations over several small timesteps on the order of a millisecond with a computationally
inexpensive first-order accurate scheme. Subsequently, the combined and averaged forces along
with averaged advective velocities are used to calculate a larger timestep evolution with an accurate
second-order scheme in time and space, yielding numerical damping of sound waves and effective
relaxation of Courant condition within the model (see Reference [38] for more details). The vegetation
drag formulation is explicitly using a three-dimensional representation of vegetation as porous media.
Other details regarding turbulence and drag are described in Reference [6].

2.2. Large-Scale-Pressure Gradient Forces

2.2.1. Background: EKB and CPGF Formulations

For a geostrophic wind of magnitude Ug aligned with the x-axis, the momentum equations of the
zonal and meridional components of the wind velocity corresponding to EKB can be written:

Du
dt

= f v−
1
ρ

dp′

dx
+ Rx, (1)

Dv
dt

= f
(
Ug − u

)
−

1
ρ

dp′

dy
+ Ry, (2)
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In these equations, f v and f u are the components of the Coriolis force, f Ug is the mesoscale
pressure gradient (Figure 1). ρ, p′, Rx and Ry are, respectively, the air density, the pressure perturbation,
and the Reynolds-stress gradient components in the x and y-directions. This formulation can be
associated with a capping inversion in ABL simulations.
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For a wind aligned with the x-axis, the momentum equations for the zonal and meridional
components of the wind velocity corresponding to CPGF can be written:

Du
dt

= CPGF(t) −
1
ρ

dp′

dx
+ Rx, (3)

Dv
dt

= −
1
ρ

dp′

dy
+ Ry, (4)

In Equation (3), CPGF can be a time-dependent function that evolves to conserve the initial
momentum with time, thus capturing the natural balance between the large-scale forcing and the
vegetation drag. A capping inversion cannot be used with CPGF, since the stable temperature
stratification above the inversion prohibits the development of turbulence that should balance the
pressure gradient.

2.2.2. Differences of Pressure Profiles and Balance Stability between EKB and CPGF

Regarding EKB, a consequence of the Coriolis force is the well-known rotation of the flow
direction as one descends from the upper geostrophic layer to the ground. Combined with the
large-scale-pressure-gradient, it also affects the horizontal wind speed,

√
u2 + v2. To estimate this

effect, we take the time-derivative of this magnitude:

d
√

u2 + v2

dt
=

1
√

u2 + v2

(
u

du
dt

+ v
dv
dt

)
, (5)

Combined with Equations (1) and (2), the contribution of Coriolis and large-scale-pressure gradient
to the time-derivative of the horizontal wind speed at a given height is:

1
√

u2 + v2

(
u f v + v f

(
Ug − u

))
=

f vUg
√

u2 + v2
, (6)

The physical meaning of Equation (6) is that the resultant of Coriolis and
mesoscale-pressure-gradient forces acts as an effective induced-pressure gradient of magnitude:

−
1
ρ

dP
ds

= f Ug
v

√
u2 + v2

, (7)

When the geostrophic wind is aligned with the x-axis, v
√

u2+v2
is the sine of the angle θ between the

wind direction and the geostrophic wind (Figure 1). The force per unit mass, due to the Coriolis and
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mesoscale-pressure-gradient forces (described in Equation (7)) is thus the projection of − 1
ρ

dP
dy = f Ug

(pressure-gradient force in the y-direction) in the direction of the mean wind at a given height.
v

√

u2+v2
can be approximated using the Ekman spiral ([22], p. 267): u(z) = Ug(1− e−γz cosγz)

and v(z) = Uge−γz sinγz, with γ =

√
f

2K and K being an eddy diffusivity. For a geostrophic wind Ug

along the x-axis, the effect of the projection of the large-scale-pressure-gradient force, Fproj
EKB(z), on wind

direction can be written:
Fproj

EKB(z) = f Ug sinθ(z), (8)

with

sinθ(z) =
e−γz sinγz√

1 + e−2γz − 2e−γz cosγz
, (9)

A representation of sinθ(z) is shown in Figure 2, assuming a 600-m geostrophic layer
(
γ = π

600

)
.

This decay of the EKB pressure-gradient magnitude with elevation in the streamwise direction is
a major difference between CPGF and EKB. The PGF methods developed in the next subsection
implement a pressure-gradient profile closer in magnitude to the EKB than the vertically-constant
CPGF, but without the spiraling, which induces practical complexity. Such a formulation can be used
with a capping inversion, since the pressure gradient tends to 0 at the top of the geostrophic layer.

Atmosphere 2020, 11, x FOR PEER REVIEW 5 of 33 

 

𝐹 (𝑧) = 𝑓𝑈 sin 𝜃(𝑧), (8)

with sin 𝜃(𝑧) = , (9)

A representation of sin 𝜃(𝑧)  is shown in Figure 2, assuming a 600-m geostrophic layer 𝛾 = . This decay of the EKB pressure-gradient magnitude with elevation in the streamwise 
direction is a major difference between CPGF and EKB. The PGF methods developed in the next 
subsection implement a pressure-gradient profile closer in magnitude to the EKB than the vertically-
constant CPGF, but without the spiraling, which induces practical complexity. Such a formulation 
can be used with a capping inversion, since the pressure gradient tends to 0 at the top of the 
geostrophic layer. 

 
Figure 2. sin 𝜃(𝑧) profile (Equation (9)) using Ekman’s assumptions and 𝛾 = . 

In addition to the spiraling and the velocity enhancement, the mesoscale-pressure-gradient and 
the Coriolis forces also result in a stable equilibrium of mass flow. To demonstrate the stability, let 𝑢 (𝑧) and 𝑣 (𝑧) be the u and v velocity profiles when the EKB is reached. When 𝑣(𝑧) is smaller 
than 𝑣 (𝑧), the forcing on the u velocity is smaller than 𝑓𝑣 , so that 𝑢(𝑧) becomes smaller than 𝑢 (𝑧). Meanwhile, the forcing on v-velocities becomes greater than 𝑓 𝑈 − 𝑢 (𝑧) , making 𝑣(𝑧) 
increase toward 𝑣 (𝑧) . The balance deriving from the combination of the mesoscale pressure 
gradient and the Coriolis force is thus stable. More generally, the Coriolis force affects the coherent 
statistical structures on a timescale ∼ 3 h [29]. The EKB serves a key role in determining the 
formation or persistence of the streaky structures. The EKB naturally acts to limit streak magnitude, 
since low and high-speed streaks are steered to the mean EKB profile. 

Conversely, the pressure gradient associated with CPGF is spatially homogeneous across a 
horizontal plane. The mean flow converges at a given height, but there is no mechanism to force the 
convergence to be uniform at a given (xy) plane, apart from the lateral shear induced by the streaky 
structure. This single limiting mechanism is insufficient to prevent the locking of persistent streaky 
structures, that develop when computational domains are not extremely long [36,37]. This weaker 
convergence is, hence, a second major difference between CPGF and EKB. In the next subsection, 
descriptions are presented for variations of the PGF formulations that include a mechanism to mimic 
the stabilization induced by the Coriolis force in the EKB. 

Figure 2. sinθ(z) profile (Equation (9)) using Ekman’s assumptions and γ = π
600 .

In addition to the spiraling and the velocity enhancement, the mesoscale-pressure-gradient and
the Coriolis forces also result in a stable equilibrium of mass flow. To demonstrate the stability, let ueq(z)
and veq(z) be the u and v velocity profiles when the EKB is reached. When v(z) is smaller than veq(z),
the forcing on the u velocity is smaller than f veq, so that u(z) becomes smaller than ueq(z). Meanwhile,
the forcing on v-velocities becomes greater than f

(
Ug − ueq(z)

)
, making v(z) increase toward veq(z).

The balance deriving from the combination of the mesoscale pressure gradient and the Coriolis force is
thus stable. More generally, the Coriolis force affects the coherent statistical structures on a timescale
1
Ω ∼ 3 h [29]. The EKB serves a key role in determining the formation or persistence of the streaky
structures. The EKB naturally acts to limit streak magnitude, since low and high-speed streaks are
steered to the mean EKB profile.

Conversely, the pressure gradient associated with CPGF is spatially homogeneous across a
horizontal plane. The mean flow converges at a given height, but there is no mechanism to force the
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convergence to be uniform at a given (xy) plane, apart from the lateral shear induced by the streaky
structure. This single limiting mechanism is insufficient to prevent the locking of persistent streaky
structures, that develop when computational domains are not extremely long [36,37]. This weaker
convergence is, hence, a second major difference between CPGF and EKB. In the next subsection,
descriptions are presented for variations of the PGF formulations that include a mechanism to mimic
the stabilization induced by the Coriolis force in the EKB.

2.2.3. Development of the New PGFs (Pressure-Gradient Forces)

As for CPGF (Equation (3)), we propose a dynamic adjustment of the projected pressure force
described in Equation (8), replacing the Coriolis parameter f by a function of time F(t):

Du
dt

= F(t)Ug sinθ(z) −
1
ρ

dp′

dx
+ Rx, (10)

This time-dependent adjustment is determined through a periodic comparison against a target
equilibrium state. Let M(t) and Meq be the momentum integral over the domain at a given time t and at

the equilibrium state, respectively, (M(t) =
t lxlylz

x,y,z ρudxdydz and Meq =
t lxlylz

x,y,z ρueqdxdydz). Assuming
a constant value of the F(t) function between t − ∆t and t + ∆t, a forecasted momentum integral,
M(t + ∆t), can be linearly estimated by extrapolating: M(t + ∆t)= 2M(t)−M(t− ∆t). The modification
of F(t), ∆F(t), required to make M(t) converge toward Meq can thus be derived from the integration
over time and space of the momentum equation:

Meq − (2M(t) −M(t− ∆t))
∆t

=
y lxlylz

x,y,z
(F(t + ∆t) − F(t))ρUg sinθ(z)dxdydz, (11)

So that

∆F(t) = F(t + ∆t) − F(t)=
Meq − (2M(t) −M(t− ∆t))

Ug∆tlxly
∫ lz

z ρ(z) sinθ(z)dz
, (12)

where lx and ly are the horizontal length of the domain in the x- and y-direction, respectively. Meq can
be estimated from an empirical wind profile (Appendix A).

The combination of Equations (9) and (10) for the PGF formulation and Equation (12) for the
update of F(t) every ∆t is later referred to as PGF1 (Table 1). Using PGF1, the integrated momentum is
preserved throughout the simulation similarly to CPGF. At the same time, the vertical distribution
of the force mimics EKB, but the force is applied in the streamwise direction, which alleviates the
complications associated with the spiraling that occurs with the EKB. The appropriate time interval
at which F(t) has to be updated, ∆t, is a characteristic time of pressure-gradient action on the mean
flow. As shown later, ∆t is chosen much bigger than the computational time step, on the order of 200 s.
In the case where a wind flow is desired to be consistent with a target velocity, uref, at a given height,
zre f , a variant of PGF1 is designed to integrate the momentum at zref, instead of over the vertical extent

of the domain. Let Mre f (t) =
s lxly

x,y ρu
(
x, y, zre f

)
dxdy and Mre f

eq = lxlyρre f ure f , where ρre f is air density
at reference height. We can update F(t) using the following equation:

∆F(t) =
ρlxlyure f −

(
2Mre f (t) −Mre f (t− ∆t)

)
Ug∆tlxly sinθ

(
zre f

)
ρre f

, (13)

With this scheme, the integrated momentum Mre f (t) converges toward Mre f
eq , so that u becomes

close to ure f at height zre f . This method for updating F(t) is referred to as PGF2 (Table 1) and will be
shown to have particular applicability when the empirical characterization of wind fields is based
upon a mean velocity at a specified height.
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As CPGF, and contrary to the stable EKB, the pressure gradient associated with PGF1 or PGF2 is
spatially homogeneous across a horizontal plane, inducing only a weak convergence as explained in the
previous subsection. A stabilizing mechanism is introduced in variants of PGF1 and PGF2, respectively,
referred to as PGF3 and PGF4 (Table 1). It provides a means of limiting the magnitude and locking of
streaky structures in a physically relevant manner. For PGF3 and PGF4, the momentum integration is
performed along streamwise lines, so that the value of M varies in the spanwise direction. In PGF3,
the vertically-integrated momentum is compared with that of a target velocity profile similarly to PGF1,
whereas the momentum at the reference height, zref, is compared with a target value in PGF4, similarly
to PGF2. For example, when the wind is aligned with the x-axis, the integrated momentum of PGF4

is Mre f (y, t) =
∫ lx

x=0(ρu)
(
x, y, zre f

)
dx and can be computed for every y (cross stream) location across

the computational grid. If the wind is faster in line y1, than in line y2, the ∆Fre f (y1, t) will be smaller
than ∆Fre f

(
y2, t

)
, so that the pressure-gradient update will be smaller in line y1 than in line y2. Even if

this mechanism was introduced to mimic the actual stabilization feature of EKB, it can be viewed as
artificial in a sense its physical bases are limited, contrary to the oscillation induced by the direction
shifts of the horizontal momentum induced by the Coriolis force. Also, the modification of the flow
induced by the mechanism is likely to affect large structures that are real, and not just the “locked”
ones. The implementations of PGF3 and PGF4 are relatively straightforward when the wind is aligned
with the x- or y-axis (Table 1). When the wind is not aligned with domain axes, integrated momentum
should be computed along with the target wind direction as is developed in Appendix B.

Table 1. Description of the different forcing corresponding to a geostrophic wind Ug
→

i (with
→

i the unit
vector of the x-axis). zref is the reference height where velocity uref is targeted, ρre f is air density at zref,
sinθ is defined according to Equation (9) and lx, ly, lz are the extents of the domain along the x, y and
z-axes. Except for the Ekman balance (EKB), the forcing (CPGF or PGFs) is applied to the u-momentum
equation (streamwise).

Mode Forcing Forcing Update Integrated Momentum

EKB f v and f
(
Ug − u

)
in x

and y direction
No No

CPGF F(t) If M(t) > Meq, ∆F(t) < 0
Else ∆F(t) > 0 M(t) =

t lxlylz
x,y,z ρudxdydz

PGF1 F(t)Ug sinθ(z) ∆F(t) =
Meq−(2M(t)−M(t−∆t))

Ug∆tlxly
∫ lz

0 ρ sinθdz M(t) =
t lxlylz

x,y,z ρudxdydz

PGF2 Fre f (t)Ug sinθ(z) ∆Fre f (t) =
ρlxlyure f−(2Mre f (t)−Mre f (t−∆t))

Ug∆tlxly sinθ(zre f )ρre f
Mre f (t)=

lxlys

x,y
(ρu)

(
x, y, zre f

)
dxdy

PGF3 F(y, t)Ug sinθ(z) ∆F(y, t) =
Meq−(2M(y,t)−M(y,t−∆t))ly

Ug∆tlxly
∫ lz

0 sinρθdz
M(y, t) =

lxlzs

x,z
(ρu)

(
x, y, zre f

)
dxdz

PGF4 Fre f (y, t)Ug sinθ(z) ∆Fre f (y, t) =
ρlxure f−(2Mre f (y,t)−Mre f (y,t−∆t))

Ug∆tlx sinθ(zre f )ρre f
Mre f (y, t)=

lx∫
x=0

(ρu)
(
x, y, zre f

)
dx

3. Numerical Experiments

The following numerical experiments aim at testing and comparing wind-flow simulations
obtained with different pressure gradient forces in two typical reference configurations. First, a domain
with relatively coarse resolutions is used, as an idealized representation of the lower atmospheric
boundary-layer (“reference boundary-layer simulation”). A second simulation is carried out at a finer
resolution (∼2 m), in a high domain (615 m), but with a relatively short horizontal extent (512 m),
and serves as a typical “wildfire-precursor simulation”. Its setting is a compromise between the resolution
(that is fine to represent vegetation shear and flow details near the fire front), the domain height (that is
high enough to model the plume development), and computational costs, resulting in domain length
generally shorter than typical boundary-layer simulations. In addition, for a more comprehensive
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understanding of domain effect, a sensitivity to 7 other computational grids is carried out, which are
ran with various pressure forcing, resulting in a total of 21 wind simulations.

3.1. Vegetation Scenarios

Simulations are performed over four different canopies (Table 2). Canopy Can4 is extrapolated
from the wind-tunnel study described in Reference [40], as done in References [6,9]. Additional details
about these canopies and data collected in the field can be found in the reference paper cited for each
scenario (Table 2).

Table 2. Description of the four canopy configurations used in the present study.

Scenario Canopy Type Reference Canopy Height and LAI; Structure

Can1 Homogeneous, maritime pine [9] h = 22 m and LAI = 2
Can2 Forest edge, maritime pine [9] h = 22 m and LAI = 2; 200 m open
Can3 Deciduous forest [6] h = 18 m and LAI = 2
Can4 Extrapolated from wind tunnel, forest edge [6,40] h = 13.3 m and LAI = 2; 394 m open

3.2. Numerical Details

Simulations are done on several domain sizes and various grid spacing (Table 3). Our reference
grid for the boundary-layer simulation is a 1568 m × 1568 m × 800 m domain, with a horizontal
resolution dx = 8 m and a moderate vertical stretching. The vertical resolution of the lowest cell is
4 m, and the cell height is less than 16 m below 540 m, so that the aspect ratio between horizontal and
vertical is kept between 0.5 and 2 in the part of the domain of interest. Our second reference grid
is a 512 m × 512 m × 615 m domain with a horizontal resolution of dx = 2 m and a strong vertical
stretching. The resolution of the lower vertical cell is 1.5 m, and the cell height is close to 30 m at
400 m. This set-up, referred to as “wildfire-precursor simulation”, is typically used in wildland-fire
simulations with HIGRAD-FIRETEC and enables a vertical resolution of about 1/10th the canopy
height in the surface layer (e.g., Reference [6]). Its vertical domain extent is similar to a boundary-layer
simulation, which is much higher than typical canopy-flow simulations (e.g., Reference [32]), so that
the fire plume can develop in the domain. However, its horizontal extent is much shorter than a typical
boundary-layer simulation, to limit computational costs.

Several other grid sizes and resolutions are also used for the sensitivity analysis (Table 3). Thanks to
an adequate choice of stretching parameters, vertical grid spacings are identical below 106 m for all
runs with vertical extensions smaller than 615 m, with a first cell on the order of 1.5 m tall, so that these
runs only differ by their extent, not their grid spacing. Runs with a domain size of 800 m, however, are
less resolved close to the ground (first cell on the order of 4 m, which is about 1/3rd of canopy height)
to limit computational cost.

Various conditions are used in the upper part of the domain. Except for CPGF, the boundary-layer
simulations with 800 m domain heights use a capping inversion between 550 and 700 m. The temperature
increase rate is 0.08 Km−1 in this layer and 0.003 Km−1 in the geostrophic layer above 700 [41]. The wind
velocity is forced with the geostrophic wind at the top of the domain. The simulations done with
615-m domain heights use a Rayleigh damping layer, starting at 450 m above the ground, to avoid the
reflection of gravity waves and to damp the fire plume, as in most HIGRAD-FIRETEC simulations
without topography.

For all runs, initial wind velocities and the geostrophic wind are set using empirical profiles
described in Appendix A, using a target ure f = 3 m s−1 at 40 m, resulting in a geostrophic wind of
6.7 m s−1. These empirical profiles depend on LAI and fuel height h. They use a log profile above 2h
and an exponential profile below h. Depending on the grid spacing, modeled scenarios are run with
timesteps dt of 0.002 or 0.004 s, with the method of averages applied over 10 small timesteps. A drag
coefficient Cd of 0.26 is chosen for Can1 and Can2 [9]; whereas, 0.15 is used for Can3 and Can4 [6].
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Table 3. Description of grid configurations and timesteps used in the present study. dz is the mean cell

height (m), az the vertical stretching factor (roughly equals to dz(1)
dz

) and n the cell number in the vertical.

The vertical stretching is given by dz(k) = dz
(
az + 3(1− az)

(
k

nz

)2
)
, with k the vertical index. dt is the

small timestep of the Method of Averages (Reisner 2000). The two reference simulations are in the bold.

Grid Names Domain Extents (m) dx, dy (m) dz (m) az nz dt (s)

3136x800dx8 3136 × 3136 × 800 8 10 0.4 80 0.004
1568x800dx8 1 1568 × 1568 × 800 8 10 0.4 80 0.004
1568x615dx4 1568 × 1568 × 615 4 15 0.1 41 0.002
768x615dx2 768 × 512 × 615 2 15 0.1 41 0.002

512x615dx2 2 512 × 512 × 615 2 15 0.1 41 0.002
256x615dx2 256 × 256 × 615 2 15 0.1 41 0.002
512x199dx2 512 × 512 × 199 2 7.35 0.2 27 0.002
512x106dx2 512 × 512 × 106 2 5 0.3 21 0.002
256x106dx2 256 × 256 × 106 2 5 0.3 21 0.002

1 Reference boundary-layer flow simulation; 2 Reference wildfire-precursor simulation.

3.3. Simulation Set

The model is run for a total of 21 simulations (Table 4), with the EKB using a capping inversion
(EKBS) or a damping layer (EKBD), with the constant pressure-gradient forcing (CPGF) and with the
four versions of PGF described above. The update period of PGF is ∆t = 200 s. Several domains,
resolutions, and canopy types are used.

EKBS_1568x800dx8 and EKBS_3136x800dx8 are canonical boundary-layer simulations.
EKBD_1568x615dx4 has similar domain extents, but has a higher resolution in the surface layer
and uses a steeper vertical stretching to limit computational costs. CPGF_256x106_dx2 is a canonical
canopy-flow simulation, but the extents of the domain are very limited. EKBD_512x615_dx2 is an
intermediate configuration between the boundary-layer and the canopy-flow simulations, typical of a
precursor-wildfire simulation.

Table 4. Description of the main characteristics of the simulations.

Simulation Pressure-Gradient Forcing Upper Boundary Canopy

EKBS_3136x800dx8 Ekman balance Geostrophic wind, capping inversion Can1
EKBS_1568x800dx8 Ekman balance Geostrophic wind, capping inversion Can1
CPGF_1568x800dx8 Constant pressure gradient Free slip, capping inversion Can1
PGF1_1568x800dx8 PGF1 Geostrophic wind, capping inversion Can1
PGF2_1568x800dx8 PGF2 Geostrophic wind, capping inversion Can1
PGF3_1568x800dx8 PGF3 Geostrophic wind, capping inversion Can1
PGF4_1568x800dx8 PGF4 Geostrophic wind, capping inversion Can1
EKBD_1568x615dx4 Ekman balance Rayleigh damper Can1
EKBD_512x615dx2 Ekman balance Rayleigh damper Can1
CPGF_512x615dx2 Constant pressure gradient Free slip Can1
PGF1_512x615dx2 PGF1 Rayleigh damper Can1
PGF2_512x615dx2 PGF2 Rayleigh damper Can1
PGF3_512x615dx2 PGF3 Rayleigh damper Can1
PGF4_512x615dx2 PGF4 Rayleigh damper Can1

PGF4_512x615dx2_Can2 PGF4 Rayleigh damper Can2
PGF4_512x615dx2_Can3 PGF4 Rayleigh damper Can3
PGF4_768x615dx2_Can4 PGF4 Rayleigh damper Can4

EKBD_256x615dx2 Ekman balance Rayleigh damper Can1
CPGF_512x199dx2 Constant pressure gradient Free slip Can1
CPGF_512x106dx2 Constant pressure gradient Free slip Can1
CPGF_256x106dx2 Constant pressure gradient Free slip Can1

3.4. Data Analysis

Instantaneous vertical wind profiles are calculated by computing the horizontally-average mean
wind velocity at a given height, for a given time. Following the evolution of these profiles provides
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valuable information regarding the convergence and the stability of each simulation. The profiles of
several wind statistics (mean velocity, momentum flux, turbulent kinetic energy, the standard deviation
of velocity components) are calculated using averages over space (horizontally), and time.

We also compute turbulent spectra. They are derived from the Fast-Fourier Transform of the
u-velocities calculated for different x positions along the y-direction and averaged over one hour [41].
The number of Fourier modes and the wavelengths vary with the physical distance (domain width)
and the grid resolution, the smallest wave number being π/dx.

4. Results

In the first subsection, we compare simulations done using the EKB and CPGF on various domain
sizes and resolutions. The aim is to identify the benefits and drawbacks of each configuration regarding
modeled scales. In the second and third subsections, the variants of PGFs are compared to EKB and
CPGF in the boundary-layer and canopy-flow simulations, respectively. All these simulations are done
using canopy Can1. The comparisons of PGF4-wildfire-precursor simulations with other experimental
datasets and canopies Can2 to Can4 are shown in Appendix C.

4.1. Sensitivity Analysis to Domain Size and Resolution of EKB and CPGF

Figure 3 shows profiles of normalized wind statistics, as well as the reference experimental
wind profile, for simulations done with various grids using EKBS, EKBD, and CPGF (canopy Can1).
Streamwise velocities U (=

√
u2 + v2), turbulent kinetic energy K and momentum flux U′w′ are,

respectively, normalized by U40, U40
2 and U′w′40, where U40 and U′w′40 are the streamwise velocity

and momentum flux at 40 m. This reference height was selected because it is high enough to undergo
a limited influence of the canopy (more than 2h), while remaining theoretically measurable from
the ground. The profiles show similar shapes and characteristic features. For example, all of the
wind profiles have an inflection below the canopy and are quasi logarithmic above it. The turbulent
kinetic energy and the momentum flux both show a maximum above canopy height. In particular,
the turbulent statistics of the simulation done on the largest domain (EKBS_3136x3136dx8, in black
squares) are almost identical to EKBS_1568x800dx8 (black line), suggesting that a domain of 1568m is
long enough for this type of runs and that the EKBS_1568x800dx8 is relevant as a reference boundary-layer
simulation. The vertical resolution affects profile quality below the canopy top (Figure 3b), the coarser
resolution (1/3rd of the canopy height, black line) leading to a much smoother profile than in the
experiment, whereas there is good agreement below the canopy top in the case when the vertical
resolution is close to 1/10th of the canopy height (simulations corresponding to domain heights of
615 and 106 m, respectively, in blue and red). The biggest differences occur when the domain size is
reduced below 256 m: Streamwise velocity profiles for domain lengths of 256 m (EKBD_256x615dx2,
blue circle) and heights of 106 m (CPGFs, red line and circles) diverge from the other profiles above
80 m. Moreover, the turbulent kinetic energy and momentum flux begin to fall off at lower heights
when the domain length is smaller than 512 m. The decline starts at the lowest heights and is
the strongest on 106-m high domains. These results indicate that the wildfire-precursor simulation
(EKBD_512x512x615dx2) and EKBD_1568x615dx4 are the only two simulations that exhibit similar
features to the boundary-layer simulation far above the canopy, as well as a profile below the canopy
which is consistent with observations.
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Figure 3. Vertical profiles of normalized turbulent statistics for the sensitivity-analysis simulations:
(a) Mean streamwise velocity; (b) modeled and experimental wind velocities below 60 m; (c) turbulent
kinetic energy; (d) momentum flux. U40 and U′w′40 are the horizontal wind velocity and momentum
flux at z = 40 m.

Figure 4 shows the spectral analysis of the u-velocity component at several heights. The portion
of the spectra with −2/3 slope is characteristic of a fully-developed turbulent flow. At the highest
frequency (turbulent structures smaller than ≈8dx), the energy fell off steeper than −2/3, due to
numerical dissipation [41]. This fall-off appears at a much higher frequency for the simulations using
the highest resolution (dx = 2 m; fine vertical resolution, in blue or red) than for the simulation with dx
= 8 m (black squares and line), the simulation with dx = 4 m being in between (black-dashed line).
This confirms that a significant part of fine-scale turbulence is lost when the coarse resolution is used.

The black-line spectra and black-dashed spectra can, thus, be taken as a reference for the frequencies
lower than 0.131 m−1 (turbulent structures smaller than 6dx = 48) and for frequencies lower than
0.262 m−1 (6dx = 24), respectively. The spectral energy of EKBD_512x615dx2 (blue line) is almost
identical to those of the larger EKB domains at these wavelengths, suggesting that the corresponding
domain size and resolution are a good compromise between structure accuracy and computational
cost. The CPGF simulations with the 106 m height domain (in red) clearly underestimate the spectral
density of the largest structures, which explains why the turbulent kinetic energy profiles are much
lower for these simulations than for the others, especially above the canopy (Figure 3).
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Figure 4. Spectral analysis of the u-velocity component for the sensitivity-analysis simulations,
at (a) z = 15 m, (b) z = 50 m, (c) z = 80 m and (d) z = 200 m.

To conclude this subsection, EKBS_1568x800dx8 can be used as a reference boundary-layer simulation.
EKBD_512x615dx2 performs better below the canopy and explicitly simulates smaller turbulent
structure, without large bias on the energy of the largest structures. Considering the trade-off between
domain size and resolution, it appears as an appropriate reference for wildfire-precursor simulation.
In the next subsections, the PGF and CPGF simulations are systematically compared to these two
reference simulations.

4.2. Evaluation of PGF-Boundary-Layer Simulations (1568 m × 1568 m × 800 m)

In this subsection, the simulations using PGF and CPGF are compared to the reference boundary-layer
simulation (EKBS_1568x800dx8). For simplicity, we use only the prefix of the simulation names, since the
same grid (1568 m × 1568 m × 800 m, with dx = 8 m, dz = 10 m and 0.4 stretching factor over the
vertical) is used in these simulations. Figure 5 represents the temporal evolution of vertical profiles
of horizontally-averaged velocities. For each simulation, a plot shows a sequence of instantaneous
profiles taken every 200 s. In blue are plotted the profiles obtained between 0 and 4000 s, in green,
between 4000 and 6000 s, etc. After 4000 s of simulated time, the evolution of the EKBS wind profile
slows, and changes are limited in magnitude. Thus, we can consider that the stable Ekman balance
is reached at this time (Figure 5a). When the constant pressure gradient is used (CPGF, Figure 5b),
the wind velocity below the capping inversion slowly declines, and the profile converges toward an
S-shape profile (below 500 m). The decline in the lower elevations is counterbalanced by an acceleration
in the upper elevations, to keep the mass flow constant. PGF1 and PGF3 profiles (Figure 5c,e) both
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converge quickly toward profiles similar in shape to the EKBS profile. PGF2 and PGF4 (Figure 5d,f)
converge slower, and profiles are slightly different. However, the mean wind velocities at zref = 40 m
(U40) of PGF2 and PGF4 are very close to the target velocity of 3 m s−1 (Table 5). For the other
simulations (including EKBS), U40 is in general much lower than the target wind speed (Table 5),
illustrating that the geostrophic wind value chosen for this computation (6.7 m s−1, estimated using
empirical profiles described in Appendix A), is too low to reach the target velocity of 3 m s−1 at 40 m.
This result illustrates that reaching a target velocity close to the canopy from a specified geostrophic
wind is challenging.
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Table 5. Mean wind velocity at zref = 40 m. The target wind speed is 3 m s−1.

Simulation U40 (m s−1)

EKBS_1568x800dx8 2.24
CPGF_1568x800dx8 1.67
PGF1_1568x800dx8 2.42
PGF2_1568x800dx8 3.02
PGF3_1568x800dx8 2.25
PGF4_1568x800dx8 3.03
EKBS_512x615dx2 2.04
CPGF_512x615dx2 2.34
PGF1_512x615dx2 2.29
PGF2_512x615dx2 3.04
PGF3_512x615dx2 2.17
PGF4_512x615dx2 2.98

Figure 6 shows normalized turbulent statistics, averaged on both space and time (7200–10,800 s).
Turbulent statistics have the same features as those presented for EKB simulations in Figure 3,
except CPGF, which exhibits an S-shape velocity profile below the capping inversion (Figure 6a).
PGF simulation are close together, generally similar to EKBS. The turbulent kinetic energy of PGF1
and PGF2 are slightly underestimated above the canopy (Figure 6c), whereas momentum fluxes are
overestimated (Figure 6d). The PGF3 and PGF4 are the most similar to EKBS, even if the PGF4 wind
profile exhibits differences in its upper part for the reason mentioned above (Figure 6a). The major
benefit of PGF2 and PGF4 is to reach the target wind speed with turbulent statistics very similar to
those of the reference case below 300 m and a normalized wind profile only slightly different above
300 m (Table 5), whereas the other simulations (including EKB) show much lower U40.
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energy; (d) momentum flux. U40 and U′w′40 are the horizontal wind velocity and momentum flux at
z = 40 m.

Figure 7 presents instantaneous contours of horizontal wind velocity on a horizontal plane at
z = 56 m. Elongated structures of high-speed and low-speed are evident. For EKBS, the structures
are tilted, due to the Coriolis force (Figure 7a), whereas they are aligned with the x-axis for the
other simulations (Figure 7b–f). This observation of streaky structures (related to vertical motions)
is consistent with other LES studies listed in the introduction. Beyond the tilt angle, the structures
obtained for the other simulations are visually similar to those of EKB.
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Figure 7. Instantaneous horizontal wind velocities on a horizontal plane at z = 56 m and t = 10,800 s for
the boundary-layer simulations (1568 m × 1568 m × 800 m): (a) EKBS; (b) CPGF; (c) PGF1; (d) PGF2;
(e) PGF3; (f) PGF4. For each simulation, wind velocities are normalized by the mean wind velocity at
z = 56 m.

When averaged over one hour (Figure 8), the plots reveal that the larger structures tend to be
maintained over time. All simulations, including EKBS, produce a streaky structure with alternating
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slow and fast regions. The reference simulation (EKBS, Figure 8a) has several streaks of limited
magnitude (about 10% of the mean value). Among the other cases, CPGF, PGF1, and PGF2 (Figure 8b–d)
present a streaky structure dissimilar to the EKBS, with two locked streaks of strong magnitude (more
than 30% of the mean value), showing patterns similar to those observed by Reference [2]. Due to
the pressure-gradient forcing that varies in the crosswind direction, PGF3 and PGF4 present several
streaky structures (Figure 8e,f), which are visually similar in size and magnitude to those of EKBS
(aside from the rotation of the wind field).
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Figure 8. One-hour-averaged horizontal wind velocities on a horizontal plane at z = 56 m for the
boundary-layer simulations (1568 m × 1568 m × 800 m): (a) EKBS; (b) CPGF; (c) PGF1; (d) PGF2;
(e) PGF3; (f) PGF4. For each simulation, wind velocities are normalized by the mean wind velocity at
z = 56 m.

Figure 9 shows the spectral analysis of the u-velocity at various heights. The PGF and CPGF
simulations are, in general, similar to EKBS for the highest wavenumbers (greater than 0.021, which is
300 m). However, CPGF, PGF1, and PGF2 show much higher spectral density at the lowest frequencies.
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This is especially true in the upper part of the domain, where the spectral density increases by a factor
of two or more compared to EKBS at the frequency corresponding to mid domain extent (frequency of
0.0082, Figure 9c,d). This is explained by the magnitude of the two locked streaks, especially visible in
Figure 8b for CPGF. PGF3 and PGF4 show the most similar turbulent spectra to EKBD, thanks to the
local control in horizontal planes by the laterally-heterogeneous pressure gradient.
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represents the −2/3 power line.

4.3. Evaluation of PGF-Wildfire-Precursor Simulations (512 m × 512 m × 615 m)

In this subsection, we compare simulations with PGF and CPGF, forcing to the results obtained
with EKB for the wildfire-precursor simulation. For simplicity, we use only the prefix of simulation
name, since the same grid (512 m × 512 m × 615 m, with dx = 2 m, dz = 15 m and 0.1 stretching factor
over the vertical) is used for the simulations. The only exception is EKBD1536x615dx4, plotted in
black-dashed lines to ease comparison with boundary-layer features, to evaluate the ability of this
wildfire-precursor simulation to render the large boundary-layer features (see Sections 4.1 and 4.2 for
details). Figure 10 shows normalized turbulent statistics below 400 and 100 m. As for boundary-layer
simulations, all canopy-flow simulations show the expected features. EKBD and EKBD1536x615dx4 are
very close, showing that the resolution and domain size does not significantly affect the statistics using
EKB. The CPGF is characterized by the S-shape profile (lower below 400 m is visible in Figure 10a) and
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a nearly constant momentum flux above the canopy. This simulation is the most dissimilar to EKB,
highlighting the limitations of CPGF in the context of wildfire-precursor simulations.
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Figure 10. Vertical profiles of normalized turbulent statistics for the canopy-flow simulations
(512 m × 512 m × 615 m): (a) Mean streamwise velocity up to 400 m; (b) mean streamwise velocity up
to 100 m; (c) turbulent kinetic energy up to 100 m; (d) momentum flux up to 100 m. U40 and U′w′40 are
the horizontal wind velocity and momentum flux at z = 40 m.

Figure 11 reveals the streaky structures occurring when canopy flow simulations are averaged
over one hour. As in Figure 8, the plots reveal that the magnitude of the streaky structure is much
greater for CPGF, PGF1, and PGF2 than for the EKBD. Figure 11f presents the streaky structure for the
EKBD1536x615dx4, with a zoom on a 512 m × 512 m subdomain to allow comparison with canopy-flow
simulations. Figure 11a,f visually show that the structures obtained on the 512-m domain are similar to
those of the 1536-m domain. As already observed for boundary-layer simulations, PGF4 (and PGF3
not shown) show a similar magnitude of streaky structures as EKB (Figure 11e).
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Figure 11. One-hour-averaged horizontal wind velocities on a horizontal plane at z = 53 m for the
canopy-flow simulations (512 m × 512 m × 615 m): (a) EKBD, (b) CPGF, (c) PGF1, (d) PGF2, (e) PGF4,
(f) subset of EKBD1536x615dx4 simulations, for reference. For each simulation, wind velocities are
normalized by the mean wind velocity at z = 53 m.

Figure 12 shows the spectral analysis for the u-velocity at various heights. As already observed
in Figure 4, EKBD and EKBD1536x615dx4 are similar, except for the highest frequencies, due to the
coarser spatial resolution of EKBD1536x615dx4. The comparisons between PGFs, CPGF, and EKB for
canopy flows leads to the same conclusion as for the boundary-layer simulations. CPGF shows the
highest spectral densities for the largest structures, whereas PGF3 and PGF4 are the most similar to
EKB. PGF1 and PGF2 rank between them.
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Figure 12. Spectral analysis of the u-velocity component for the wildfire-precursor simulations
(512 m × 512 m × 615 m) and EKBD1536x615dx4 for reference, at (a) z = 15 m, (b) z = 50 m, (c) z = 80 m
and (d) z = 200 m. The black-point line represents the −2/3 power line.

5. Discussion

The vertical profiles of turbulent statistics and turbulent spectra, shown in the present manuscript,
enable comparison of major aspects of EKB, CPGF, and PGF and the influences of domain size and
resolution when used to simulate wind flows within and above forest canopy for applied studies.
The comparison of the different coherent structures is not as detailed as what could be achieved using
multivariate methods of statistical analysis, such as the proper orthogonal decomposition (POD).
However, in this context, they enable us to (1) clearly demonstrate some limits of EKB and CPGF in this
context, (2) examine to which degree the proposed method solves these identified limits, (3) illustrate
the consequences of domain size and resolution on main features. These points are developed in the
following subsections.

5.1. Limitations of CPGF and EKB Approaches for Flow Simulations within and above Canopies

Our simulations show that the S-shape profile, already observed with CPGF by Reference [42],
occurs in configurations when near-ground drag elements are resolved. Hence, simulated flows
with CPGF differs from the expected features of the upper part of the atmospheric boundary layer.
Moreover, the magnitude and locking of the streaky structure are clearly stronger with CPGF than
with EKB simulations, which can be taken as a reference to idealized atmospheric flow. This finding
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is in agreement with the results of Reference [29], who identify a stabilizing role of Coriolis force on
streamwise coherent structures. As explained in Section 2, CPGF only induces a convergence of the
spatially-averaged profile, whereas EKB is a stable equilibrium that has a damping effect on persistent
lateral heterogeneities. This different nature of the two forcing types explains why streaks are locked
when using CPGF, because they can persist and grow over time with a spatially-constant forcing,
while they are damped by the EKB.

The EKB enables a rapid convergence of the flow, satisfactory turbulent statistics close to the
canopy when the resolution is fine enough, and evolving streaky structures. However, the magnitude
of the wind velocity in the canopy neighborhood is only controlled by the geostrophic wind value,
which is not practical when working on canopy flows or trying to establish a turbulent profile that
matches observations, such as those measured from towers. Even when realistic initial profiles are
used, the convergence in the lower part of the canopy can be far from the expected value (2.24 m s−1

instead of 3 m s−1), which is a drawback for several applications, particularly for wildfire-precursor
simulations. This limitation can eventually be solved by trial and error methods at the price of the
user and computational times. However, this process is considerably complicated by the angle of
rotation of the wind direction, which also varies with geostrophic wind magnitude, elevation reference,
and vegetation type. In the simulations of the present paper, this rotation varies between 25 and 40◦.
This rotation complicates modeling applications even more, as the direction can vary abruptly near
the canopy top. Indeed, wind velocities are so small below the canopy, that the Coriolis and drag
forces become negligible compared to the mesoscale pressure gradient [43]. As a consequence, the
rotation between the top and the bottom of the canopy can be important. Although neglected in most
canopy-flow or wildfire simulations, such a rotation has been reported in deep and dense canopies [43],
and observed in simulations [44], in which the wind direction tends to align with the mesoscale
pressure gradient below the canopy, i.e., orthogonal to the geostrophic wind [9]. At coarser scales,
simulations over-idealized topography become more complex in the presence of this rotation. Even if
the EKB probably leads to more realistic flows within and above canopies than CPGF, this physical
framework should not be seen as a fully realistic scenario, since it relies on some strong assumptions,
such as the mesoscale pressure gradient taken constantly over the domain. In practice, it is not
necessarily constant neither over the vertical extent of the domain, nor along the distance traveled
by the flow in a periodic simulation of several hours. Considering how sensitive the rotation is to
vegetation and wind velocity, it is likely that its direction strongly depends on local variations of the
pressure gradient, which could lead to either overestimation or underestimation of the rotation near
the canopy. As an example, the authors of Reference [9] noticed that the rotation that they observed in
their simulations was not present in the field dataset. Another point is the fact that it is unclear to the
authors if these steep changes in direction in the lower part of the domain are consistent with the use
of periodic boundary conditions when vegetation is heterogeneous. Indeed, the wind direction at a
given height can be significantly different inside a forest and in a clearing, for example, leading to a
confusing situation. We think that further investigations are required to evaluate the consequences of
this constant mesoscale-pressure-gradient assumption in EKB scenarios. For these reasons, EKB forcing
has never been used in wildfire or wind turbine precursor computations to the best of our knowledge.

5.2. Applicability of PGF-Methods to Idealized Boundary-Layer, Canopy-Flow, and Wildfire-Precursor Simulations

The PGF methods developed aim at providing a pressure-gradient forcing that avoids the
complexity and uncertainty induced by the spiraling of the EKB, but which (1) is based on a more
realistic pressure profile than the CPGF, (2) does not lead to locked streaky structures as CPGF, and (3)
enables the prescription of a target velocity vector.

PGF1 used a more realistic vertical pressure gradient forcing than CPGF, which is derived from
the EKB and enables to avoid the S-shape profile. PGF2 and PGF4 enable the control of velocity
magnitude and direction. PGF1 and PGF2 have the same drawback as CPGF in terms of production
and locking of strong streaks (compared to the EKB), since the local forcing does not possess the
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damping features required to suppress the intensification of locked streaks. Therefore, their application
should be limited to very long domains, in which locking is limited. For example, Reference [45]
showed that very large streamwise-elongated coherent structures, with a length of the order of tens of
the boundary-layer thickness, contribute significantly to an atmospheric boundary-layer simulated
with CPGF. PGF3 and PGF4 include a streak-damping or streak-blending mechanism based on a
pressure gradient that is not uniform in the crosswise direction, to limit the magnitude of streaky
structures and their trend to get locked. A valuable alternative to PGF3 and PGF4 could be to combine
PGF1 or PGF2 with shifted boundary conditions, which can mitigate streak locking [36]. This will be
tested in the future. We would like to point, however, that the stabilization mechanism of PGF3 and
PGF4 mimics the combination of the Coriolis force and the mesoscale pressure gradient, that acts to
speed up or speed down the flow that would be locally slower or faster than the equilibrium value at
a given height, contrary to the shifted boundary condition that simply acts as a numerical solution
to artificially increase domain length. In the present study, we found that the streaky structure over
one hour is similar to the one of the EKB. Also, the turbulence spectra are very similar for PGF and
EKB (except for the lowest wavenumbers), suggesting that the contribution of the Coriolis force in
the turbulence cascade is probably limited. As a consequence, the wind flows developed with PGF3
and PGF4 methods appear as a non-spiraling version of the canonical EKB simulation. In scenarios in
which a rotation with height is desired, but expected to be controlled (for example, prescribing a given
angle at a reference height), PGF methods can be adapted to force such a rotation (following Ekman
spiral or any other equations providing the desired spiraling).

In our PGF approaches (as for CPGF), a value must be given to the parameter ∆t, the period
at which an update of pressure gradient forcing is calculated. In the simulations presented here,
we choose ∆t = 200 s as stated in Section 2. This value was taken because periodic simulations with no
pressure gradient led to a decay rate of integrated momentum, which is typically about 5% every 200 s
in the lower part of the domain (not shown); therefore, 200 s can be seen as a relevant characteristic
time for the action of the large-scale pressure gradient on the mean flow. When elaborating the method,
we also tested values 100 and 400 s and found the results to be relatively insensitive within this range
of parameter values. However, some high-frequency oscillations of the wind flow with time appear in
the lower part of the domain when ∆t is too small (∼10 s), because F is modified much faster than the
time required for a change in mean flow. In contrast, when choosing ∆t too large (∼2000 s), some slow
oscillations of the integrated momentum occur. The value of 200 s was chosen for all simulations
presented here, showing that PGF is relatively insensitive to domain size or canopy type.

5.3. Comparison of PGF Wildfire-Precursor Simulations to Observations and Application to
Heterogeneous Scenarios

Several authors have already observed that turbulence statistics obtained with LES without
pressure gradient, or forced with CPGF or EKB [4–6,9,33,46] are close to empirical data. We obtain
good agreement with PGF1–4 for experimental datasets corresponding to canopies Can1 to Can4,
as illustrated with PGF4 as an example in Appendix C. This shows that PGF methods do not degrade
the predictions near the canopy, which is not surprising as corresponding features are shear-dominated.

Canopies Can2 and Can4 corresponds to heterogeneous landscapes (clearing to forest transition).
Using PGF4 as done in Appendix C remains relevant because the vegetation distribution is constant in
the crosswise direction. More generally, forcing the integrated momentum for the streamwise direction
only makes sense when the integral of leaf-area density (LAD) in the streamwise direction is nearly
uniform along the crosswise direction. Potential issues that may arise from heterogeneous vegetation
along the crosswise direction are not specific to PGF and concern any simulations using periodic
boundary conditions, whatever the type of forcing. For example, periodic boundary conditions are not
appropriate to simulate wind flows blowing parallel to a forest edge, because the mass flow cannot
be infinitely faster along some streamwise path (clearing) than others (forest) without breaking the
hypothesis of a constant mesoscale pressure gradient in the domain. The challenge associated with
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domains containing large-scale heterogeneity, can be solved by using the nested domains [47,48].
With this technique, an ambient wind flow over a much larger domain with homogenized vegetation
and topography (or with heterogeneities that are small compared to domain extents) can be simulated
using PGF4. The results of this simulation can then be used as inlet and outlet precursors on a more
refined domain with substantial heterogeneous vegetation or topography, as done by Reference [49].
Another consideration for the application of PGF to heterogeneous landscapes (such as canopy Can2
and Can4) is the question of where the target velocity is defined. More specifically, field data are often
collected in an open area. To account for that, the calculation of the integrated momentum presented
in Table 1 can be limited to an appropriate subdomain, for instance, the clearing area in which the
collected data is representative, as done by Reference [49].

5.4. Domain Size and Resolution of Canopy-Flow LES

LES have been applied to a wide range of domain sizes and resolutions, depending on the objectives
of the simulations. Our sensitivity study demonstrates that the choice of the set-up is critical regarding
the features of interest. The authors of Reference [45] used LES to simulate Very-Large-Scale-Motions
in 25-km domains and showed that 27% of the energy is available in scales larger than 10 km. However,
the resolution of such simulations (50 m) is obviously not well-suited to reproduce canopy-flow
statistics and wildfire precursors for detailed physics-based models, such as HIGRAD-FIRETEC.
In particular, a grid finer than ~1/3 of canopy height is required to reproduce wind profiles inside
canopies, contrary to ~1/10th canopy height resolution, for which turbulent structures of size in the
order of canopy height can be resolved.

These fine-scale turbulent structures are of great importance in the context of canopy functioning,
seed or pollen transport, windthrow, or wildland fires. For these specific applications and for a limited
time of simulation (e.g., one hour), it is probably more important to accurately simulate these small
structures than the largest ones, which evolve slowly over a short time line. On the other hand,
our sensitivity analysis shows that the simulations done with 106-m domain heights fail to simulate
structures larger than canopy height, in particular, the turbulent kinetic energy and the momentum
flux above the canopy. These simulated configurations proved very helpful to understand the details
of shear dominated canopy flow, but larger domains are probably required for applications potentially
affected by slightly larger structures, such as wildfires.

When the focus shifts from the surface and canopy winds to those above the upper part of the
plume of a large or intense wildfire, much larger horizontal domains must be used, and neglecting
Coriolis force or assuming a constant mesoscale pressure gradient is likely, not satisfactory. Instead of
running the model under idealized scenarios with periodic boundary conditions, it is better to
prescribe ambient variables (potential temperature, pressure, wind velocities) modeled with mesoscale
models [19].

6. Conclusions

This paper’s main objective was to present approaches developed to capture the effects
of pressure-gradient forcing for canopy-flow LES simulations, such as those performed with
HIGRAD/FIRETEC or a broader class of LES boundary-layer simulations. In such simulations, the focus
resides in the near-surface flow features, which is especially the case of wildfires. These approaches
(PGFs) overcome some drawbacks of existing forcing (Ekman balance EKB and constant pressure
gradient forcing CPGF), including the lack of control on wind speed and direction close to the ground.
Our analysis demonstrates that the use of CPGF with high domain systematically results in unrealistic
locked streaky structures, due to the lack of local forcing to damp them and the short domain horizontal
extents. Also, turbulent statistics and spectra obtained with CPGF applied in a vertically-short
domain—which is typical of CPGF usage—are fairly different from those obtained with the more
realistic Ekman balance and a boundary-layer simulation set up. In particular, such simulations in
small domains fail to adequately simulate larger structures. On the other hand, the simulations over
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large domains with low resolution fail to explicitly calculate turbulent structures on the order of canopy
height or to reproduce the wind profile below the canopy.

The typical grid used for wildfire-precursor simulation forced with PGF with HIGRAD/FIRETEC
is a compromise between computational cost and realism of simulated wind field. Regarding the
different PGF methods, PGF2 and PGF4 enable mechanisms to control the velocity magnitude at a
given height, whereas PGF3 and PGF4 are designed to damp the development of streaky structures and
produce lateral flow heterogeneities, similar to those of EKB (beyond the rotation due to Coriolis)—at
least in the lower part of the domain. Comparison with experimental data collected near the canopy
showed that PGF methods perform similarly in terms of turbulence statistics to existing approaches
and studies. PGF4 can be used directly when vegetation and topography are statistically homogeneous
in the crosswind direction. When it is not the case, it can be used on a homogenized landscape to
generate precursors for the proper heterogeneous domain.
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Appendix A. Initial Empirical Wind Profile

The initial wind profile for the HIGRAD/FIRETEC simulations is derived from existing
empirical-based functions. This formulation requires vegetation characteristics to compute a mean leaf
area index (LAI) for the stand:

LAI =
1

2lxly

y lx,ly,h

0

ρ

ρwood
σdxdydz, (A1)

where lx and lx are the lengths of the domain along the x and y axes, and h the maximum height
of the fuel bed or canopy. ρ, ρwood and σ are the bulk density, wood density and particle surface
area to volume ratio of the fuel, respectively. The ρ/ρwood ratio is the local volume fraction of the
fuel. The shape of an empirically-based velocity profile û(z) presented by References [33,50] can be
computed in the following piecewise manner:

for z ≤ h, û(z) = exp (−c4
(
1−

z
h

)
), (A2)

for z ≥ 2h, û(z) =
c1

0.41
ln

( z
h + c2− 1

c3

)
, (A3)

When z is between h and 2h, a cubic polynomial regression is made between û(h) and û(2h).

c1 = min
(√

0.003 + 0.15LAI, 0.3
)
, (A4)
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, (A5)

c3 = c2 exp
(
−

0.41
c1
− 0.19

)
, (A6)

c4 = max(min(0.5LAI + 1.2, 3.2),1.7), (A7)
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Given horizontal velocity components,
(
ure f , vre f

)
, at a reference height zre f , the magnitude of the

initial wind flow is determined as a function of height, z, as follows:

uinit(x, y, z) = ure f
û(z)

û
(
zre f

) , (A8)

vinit(x, y, z) = vre f
û(z)

û
(
zre f

) , (A9)

where the upper script init indicates the initial value. For the simulations of the present study, the
ambient wind velocity in the x-direction, ure f at zre f = 40 m above ground level is 3 m s−1 and vre f = 0
except for EKBS and EKBD, where the Ekman spiral angle is applied to the initial profile to speed up
the convergence to the EKB.

This empirical profile can also be used to get a crude estimate of the velocities in the damping
layer at the top of the domain if one is used.

Appendix B. Implementation of PGF4 When the Flow Is Not Aligned with a Domain Axis

Two configurations can be found (see Figure A1a,b), depending on the relative values of lyug and
lxvg. When lyUg ≥ lxVg, the integrated momentum M is computed along the y-axis for all j ∈ [1, m],
with m the number of grid points along the y-axis. Figure A1a shows the cells that will contribute to
the integrated momentum M(1) (in red) and M(j) (in blue).

Mre f (y, t) =
∫ lx

0
(ρu)

(
x, y + x

vre f

ure f
mod ly, zre f

)
dx, (A10)

with mod the modulo function.
The value of F(x,y,z) can be updated thanks to a generalized formulation of Table 1, with Mref

defined as above. Similar derivations can be performed when lyUg < lxVg (Figure A1b).

∆F(x, y, t) =
ρlx

√
ure f

2 + vre f
2 −

(
2Mre f (y, t) −Mre f (y, t− ∆t)

)
√

Ug2 + Vg2∆tlx sinθ
(
zre f

)
ρre f

, (A11)
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Appendix C. Validation of the Model Incorporating PGF4 against Four Experimental Datasets

Based on the results, shown in Section 4.3, PGF4 seems to have the most desirable properties
(wind velocity prescription capability, reasonable streaks). Simulations are done with PGF4 for three
different canopy types (Can2, Can3, and Can4, see Table 2) to compare simulated wind statistics
against experimental datasets in these four scenarios. The validation presented here does not attempt
to demonstrate that the use of PGF4 improves the predictions of wind statistics compared to other
pressure-gradient forcing, but that satisfactory results can be obtained with this approach too.

Figures A2 and A3 show the profiles of u and w velocities, momentum flux, and turbulent kinetic
energy, normalized by mean wind velocity at 40 m u40 for u and w velocities, by the square of the
friction velocity for momentum flux, and by u40

2 for turbulent kinetic energy as in the study by
Reference [9]. Figure A2 shows those profiles for the homogeneous forest (Can1), whereas Figure A3
shows them at two different distances from the edge (4h and 9h) in the case of the open to forest
transition (Can2). The model used with PGF4 performs well with respect to reproducing experimental
data. Some discrepancies can be observed: overestimation of wind velocities below the canopy in
the edge case, underestimation of the momentum flux peak just above the canopy, overestimation
of turbulent kinetic energy below the canopy and high above it. Similar differences are found by
Reference [9], who simulated the wind flow using the Ekman balance. It is beyond the scope of the
present paper to investigate the hypotheses mentioned by these authors to explain the discrepancies.

For canopy Can3, u velocity is normalized by uh (wind velocity at the canopy top, h = 18 m).
Turbulent kinetic energy is normalized by its value at the canopy top (Kh). Momentum flux is
normalized by the square of friction velocity. The standard deviation of u, v, and w are normalized by
the standard deviation of twice the square root of turbulent kinetic energy at the canopy top (sh), as in
the study by Reference [6]. Using PGF4, the model provides similar results to those by Reference [6],
who did not use any pressure gradient. A similar underestimation of turbulent kinetic energy at twice
the height of the canopy is observed (Figure A4).

Canopy Can4 is extrapolated from a wind-tunnel experiment. The experimental dataset contains
vertical wind statistic profiles at six different locations, before and after the forest edge. Mean velocity,
momentum flux, the standard deviation of u and w velocities are available, and data are normalized by
a single quantity u2h, which is the u velocity at twice the height of the canopy at the location of the
edge (except momentum flux that is normalized by u2h

2 for unit consistency). The model performance
with PGF4 is found satisfactory and of equivalent quality as previous studies [6,46], with a general
underestimation of turbulence quantities above the canopy (Figure A5).
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