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Abstract: We analyzed 12 years (2005–2016) of continuous measurements of atmospheric CO2 and
CH4 concentrations made at nine tower observation sites in the Japan–Russia Siberian Tall Tower
Inland Observation Network (JR-STATION), located in Siberia. Since the data are very noisy and
have a low temporal resolution due to gaps in instrument operation, we used the recently developed
Prophet model, which was designed to handle the common features of time series (multiple strong
seasonalities, trend changes, outliers) and has a robust performance in the presence of missing data
and trend shifts. By decomposing each sampled time-series into its major components (i.e., annual
trend and seasonal, weekly, and hourly variation), we observed periodically changing patterns of tracer
concentrations. Specifically, we detected multi-year variability of tracers and identified high-concentration
events. The frequency of such events was found to vary throughout the year, reaching up to 20% of
days for some months, while the number of such events was found to be different for CO2 and CH4.
An analysis of weather conditions showed that, in most cases, high-concentration events were caused
by a temperature inversion and low wind speed. Additionally, wind directions were found to be
different for high- and low-concentration events. For some sites, the wind direction indicated the location
of strong local sources of CO2 and CH4. As well as elucidating the seasonality of greenhouse gas
concentrations, this study confirmed the potential of the Prophet model for detecting periodicity in
environmental phenomena.

Keywords: methane; carbon dioxide; greenhouse gas emissions

1. Introduction

Detailed information on the distribution of sources and sinks of the atmospheric greenhouse gases
(GHGs) CO2 and CH4 is a prerequisite for analyzing and understanding the role of the carbon cycle within
the context of global climate change. Within the context of global climate change, accurate continuous
long-term measurements in Siberia are particularly crucial for estimating global CO2 and CH4 budgets
due to potential changes in natural emissions from the biosphere, wetlands, thawing lakes, and melting
permafrost. Siberia is considered to be one of the world’s largest carbon reservoirs due to its large forest
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area [1,2]. Therefore, it is important to accurately measure CO2 and CH4 concentrations in this region.
In 2002, the National Institute for Environmental Studies (NIES) began a cooperative project for the
continuous measurement of greenhouse gases in West Siberia called the Japan–Russia Siberian Tall Tower
Inland Observation Network (JR-STATION). The number of observational sites has been progressively
expanded, and the network now consists of nine towers, eight located in West Siberia and one located in
Yakutsk, East Siberia [3].

Previous studies have performed detailed analysis of data subsets for individual towers in Siberia [3–8]
with the highest density of observations. An analysis of the diurnal behavior of CO2 and CH4 concentration
in West Siberia was described in Arshinov et al. [5]. A variation of CO2 due to changes in the height of the
planetary boundary layer (PBL) was studied in [7]. For a more complete understanding of concentration
variations, it is necessary to perform an analysis over a long period for all JR-STATION sites simultaneously.
However, such work required advanced statistical methods to handle noisy time-series with large gaps.

The establishment of JR-STATION improved the observation coverage providing a more accurate
estimate of middle- and high-latitude fluxes and their inter-annual variability [9–11]. However, only a
limited part of the measurements was used, as very strong data selection criteria were applied to avoid
assimilating observations caused by large and not normally distributed values of the model representation
errors. For example, in [11] all observations for times when the vertical temperature gradient from the lower
to upper level was positive indicating atmospheric inversion conditions, and when the wind speed was
below 3 m/s. Thus, a large percentage of the data was excluded. For better use of observations in inversions,
it is necessary to develop more optimal criteria for filtering outliers, which requires an understanding of
the processes of formation of temperature inversions and their influence on the concentration of tracers.

The commonly used time-series analysis methods (e.g., different types of moving average), usually
work well but have a tendency to generate large errors when changes happen in the trends. A new
time-series forecasting model Prophet, recently developed by Facebook, adopts a generalized additive
model to fit the smoothing and forecasting functions [12]. The model released a open source package
(available both for R and Python) providing a fitting procedure, interactive and flexible specifications, a
robust forecasting function in the presence of outliers, missing data, and shifts in the trend and the ability
to model multiple periods of seasonality simultaneously. In most of the experimental results, Prophet
performs better than any other approach as shown by the authors. The Prophet model was previously
used and evaluated in various analysis including atmospheric studies and air quality assessment [13,14].

The main objective of this study was to explore the daily, weekly, and yearly variability of CO2 and
CH4 concentrations as observed at JR-STATION over a period of 12 years (2005–2016) using the Prophet
model. The observational data and the Prophet model are described in Section 2, the results of the data
analysis and a discussion are provided in Section 3, and conclusions are drawn in Section 4.

2. Method

2.1. Data

This study used datasets which were measured at two different elevations at nine towers in
JR-STATION, Siberia Azovo (AZV), Berezorechka (BRZ), Demyanskoe (DEM), Igrim (IGR), Karasevoe
(KRS), Noyabrsk (NOY), Savvushka (SVV), Vaganovo (VGN), Yakutsk (YAK) as shown in Table 1. Although
the BRZ tower was equipped for sampling at four elevations, only data from the two upper elevations
were selected. The observation towers were distributed over a wide area encompassing different biome
types. The BRZ tower is located in the middle of taiga (boreal forest); the DEM, KRS, and NOY towers are
located in a forest zone and are surrounded by extensive wetlands; and the IGR tower is situated in the
small town of Igrim (population of about 10,000), which is located next to the Ob River and is surrounded
by extensive wetlands. Additionally, three towers—AZV, VGN, and SVV, are located in a steppe region.
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The VGN tower is situated 100 km southeast of the city of Chelyabinsk, while the AZV tower is situated
30 km southwest of the city of Omsk; both cities have a population of over 1 million. The SVV tower
is located 1 km south of a small village. The final tower, YAK, is located in East Siberia. The locations
of the nine towers are depicted in Figure 1, which also shows natural emissions of CH4 (mg/m2/day)
derived from CarbonTracker-CH4 assimilation system v. 2016 [15,16]. Note, JR-STATION tower data are
not assimilated by CarbonTracker.

Table 1. Tower sites in the Japan–Russia Siberian Tall Tower Inland Observation Network
(JR-STATION), Siberia.

# Identifying
Code Location Lat., ◦ Lon., ◦ Air Inlet Heights, m

Period of Observations,
Years (Data Coverage %)

CO2 CH4

1 AZV Azovo 54.71 73.03 29, 50 9 (79) 4 (46)
2 BRZ Berezorechka 56.15 84.33 40, 80 7 (19) 4 (10)
3 DEM Demyanskoe 59.79 70.87 45, 63 12 (68) 10 (70)
4 IGR Igrim 63.19 64.41 24, 47 9 (85) 10 (82)
5 KRS Karasevoe 58.25 82.42 35, 67 12 (70) 10 (74)
6 NOY Noyabrsk 63.43 75.78 21, 43 12 (53) 8 (37)
7 SVV Savvushka 51.33 82.13 27, 52 9 (58) 1 (68)
8 VGN Vaganovo 54.50 62.32 42, 85 9 (75) 7 (56)
9 YAK Yakutsk 62.09 129.36 11, 77 8 (58) 6 (28)

Figure 1. The locations of the measurement towers in the Japan–Russia Siberian Tall Tower Inland
Observation Network (JR-STATION), Siberia. Also shown are the natural emissions of CH4 (mg/m2/day)
estimated by CarbonTracker-CH4 [15] averaged from 2000 to 2010.
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Emissions of CH4 from wetlands have a significant impact on the greenhouse-gas budget of Siberia.
As will be shown below, the location of the measurement station relative to the emission zones is the most
important factor for determining the temporal pattern of CH4 concentrations.

The detailed description of measurement systems applied for the observation sites is published
in [3,17]. In the developed CO2 measurement system the concentration is defined as the mole fraction
in dried air using a nondispersive infrared analyzer (model LI-820, LI-COR, USA; a model LI-7000 was
used until September 2008 at BRZ). For that purpose, a triple dehumidification system including adiabatic
expansion in a glass water trap, a semipermeable membrane dryer (model PD-625–24SS, Permapure, USA),
and a magnesium perchlorate trap was employed. With an established standard gas saving system the
developed measurement system keeps the analysis precision within 0.3 ppm [17].

For CH4 measurements, a tin dioxide sensor (TOS) was used. This instrument is precise, cost-effective,
low power, low carrier-gas consumption, and high mobility. However, the TOS detects methane and other
flammable gases (carbon monoxide, hydrogen, and alcohols) and is sensitive to temperature and water
vapor in ambient air. In the developed measurement system the sensitivity to temperature and water vapor
was reduced by implementing temperature-stabilization and dehydration of the atmospheric samples by a
heater unit and low-pressure water trap with chemical desiccant made of P2O5. To avoid the interference of
other combustible gases they are removed by an additional catalyst. The overall performance and stability
of the TOS sensor for measurements of CH4 in ambient air were validated using a gas chromatograph
equipped with a flame ionization detector (GC/FID). The precision of the system is within 3 ppb [3,18].

In addition to CO2 and CH4 concentrations, wind speed and direction (at the high inlet), air
temperature and humidity (at all levels), and solar radiation and precipitation (on top of the container
laboratory) were measured at the nine JR-STATION towers.

Initially, we planned to analyze hourly averages of atmospheric CO2 and CH4 mixing ratios collected
at the nine tower sites between 1 January 2005 and 31 December 2016 (12 years); however, such a
long dataset was not available for all towers (Table 1). Although the equipment was set up to conduct
observations every hour, this was not always technically possible, and the datasets therefore contain many
gaps. Hourly measurements of CO2 and CH4 cover about 50–80% and 40–70% of the 12 year period,
respectively. Significantly fewer measurements are available for the following sites: BRZ (CO2 and CH4),
AZV (CH4), SVV (CH4), and YAK (CH4) (Table 1). Such extremely low coverage could affect the analysis
and distort the results. Therefore, to avoid this, we excluded from consideration the two datasets with the
lowest coverage, namely BRZ (CH4) and SVV (CH4).

Another issue which could affect the results are the frequent and large fluctuations in concentration
due to variations in emissions. The daily mean emissions of CH4 from Siberian wetlands have been
estimated at between 10 and 500 mg/m2/day [19–22]. The daily variation in CH4 concentration is much
larger than the seasonal variation (e.g., for KRS, see Figure 2e).
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Figure 2. Hourly time-series of CO2 (a–d) and CH4 (e–h) for the KRS, NOY, VGN, and YAK towers. Red
and blue dots represent measurements from the lower and upper inlet, respectively

2.2. The Prophet Model

The Prophet model was designed for the analysis and forecasting of time-series data based on an
additive model with three main model components: trend, seasonality, and holidays [23]. These are
combined in the following equation [12]:

y(t) = g(t) + s(t) + h(t) + e(t) (1)

where g(t) is the trend function, s(t) represents periodic changes (e.g., weekly and yearly seasonality),
and h(t) represents the effects of holidays which occur on potentially irregular schedules over one or more
days. The error term e(t) represents any idiosyncratic changes which are not accommodated by the model.
The parametric assumption of [12] shows that e(t) is normally distributed.

Compared to traditional exponential smoothing models, the Prophet model can more easily handle
temporal patterns with multiple periods and has no requirements regarding the regularity of measurement
spacing. It works best with time-series that have strong seasonal effects and with several seasons of
historical data. The Prophet model has a robust performance in the presence of missing data and trend
shifts and typically handles outliers well [12]. The large number of gaps that exist in the JR-STATION
measurements make the Prophet model particularly suitable to simultaneously reveal the daily, weekly,
and monthly seasonality from the hourly time-series.

Prophet includes two trend models g(t) that cover many applications: a saturating growth model,
and a piecewise linear model. The logistic growth model in its most basic form is:

g(t) =
C

1 + exp(−k(t − m))
, (2)
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where C is the carrying capacity, k the growth rate, and m is an offset parameter.
There are two important aspects of growth that can not be captured in Equation (2). First, the carrying

capacity is not constant. Thus the fixed capacity C is replaced with a time-varying capacity C(t). Second,
the growth rate is not constant. The model must be able to incorporate a varying rate in order to fit
historical data. The piecewise logistic growth model is used to overcome those issues:

g(t) =
C(t)

1 + exp(−(k + a(t)Tδ)(t − (m + a(t)Tγ)))
, (3)

where the rate at any time t is the base rate k, plus all of the adjustments up to that point: k + a(t)Tδ. The
correct adjustment at changepoint is easily computed as a(t)Tγ [12].

To provide flexibility for periodic effects, the Prophet model uses the Fourier series [24]:

s(t) =
N

∑
n=1

(
bn cos

(2πnt
P

)
+ bn sin

(2πnt
P

))
(4)

where t denotes the time and P represents the regular period that the time-series is expected to have (seven
and 365.25 days for the weekly and yearly periods, respectively). Fitting seasonality requires the estimation
of the 2N parameters β = [a1, b1, ..., aN , bN ]

T . This was done by constructing a matrix of seasonality vectors
for each value of t in the historical data.

3. Results and Discussion

The Prophet model was implemented to analyze the time-series measured at towers in the
JR-STATION, Siberia (Table 1).The trend and seasonal variation of the time-series analyzed in the present
study have been analyzed for individual sites in past publications. Therefore, here we restricted the analysis
to comparing CO2 and CH4 data between sites while paying more attention to short-term changes [3–8].
To analyze annual trends, and seasonal and weekly variation we use daytime (11:00–18:00 local time)
observations only, while for daily variation all measurements were used.

The Prophet model is implemented through the Python package [25]. The flexibility of the trend is
controlled by adjusting the number of changepoints automatically selected. The periods are set to 365.25
and 7 days. The model’s default values for N (i.e., N = 10 and N = 3 for modeling yearly and weekly
components, respectively) were tested first. Though these values have been empirically demonstrated to
work well for most practical situations [12], in this work N = 10 produces inexplicably large variability in
seasonal cycles, so empirically we reduced N to 5.

3.1. Trend

The calculated CO2 trends (Figure 3a) show a stable growth of about 2 ppm/yr, which corresponds to
the global value [26]. The small differences in the CO2 growth rate that are observed between sites are due
to the different lengths of the datasets, the different heights of the sampling inlets, and the influence of
local sources. For methane concentrations, the length of the dataset and the number of gaps are important.
Therefore, the relatively short SVV dataset was excluded from the analysis, while the AZV, BRZ, and VGN
datasets were interpreted with great care.

The observation towers can be grouped based on the average value of the CH4 concentration
(Figure 3b) measured at each one. The highest values of CH4 concentration were measured at two
towers located in the central part of the Vasyugan Swamp (IGR and NOY); medium values were measured
at towers located on the outskirts of the Vasyugan Swamp (DEM, KRS); and low values were found
at the towers located in West Siberia and furthest from the Vasyugan Swamp (AZV, BRZ, and VGN).
The smallest value of CH4 concentration was measured at YAK, in East Siberia. Measurements from
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ground-based networks show that, between 1999 and 2006, atmospheric CH4 concentrations were nearly
constant [27]. From 2007 to 2013, the globally averaged mole fraction of CH4 in the atmosphere increased
by 5.7 ± 1.2 ppb/yr [28]. Most of the CH4 time-series measured at the JR-STATION towers follow this
tendency; however, VGN showed a faster increase after 2012 (as captured by observations Figure 2g), and
YAK showed a slower increase for all years.

Figure 3. Trends of concentrations of (a) CO2 and (b) CH4 for the JR-STATION tower sites used in this
study for the period 2005–2015.

3.2. Seasonal Variation

Measured concentration time-series often have multi-period seasonality as a result of natural and
human activity. For instance, the biosphere produces effects that repeat every year, while industrial
activities related to a five-day working week can produce effects that repeat every week. Periodic
seasonality algorithms should be used to fit such effects. As stated in [12], unlike other statistical models,
with the Prophet model, measurements do not need to be regularly spaced in time, and missing values do
not need to be interpolated. To derive periodic signals the model uses all the observations for the study
period (12 years), thereby increasing accuracy and reducing sensitivity to random outliers, for example
generated by forest fires [29]. For some sites, such a strategy is the only one possible to identify the
seasonal cycle if the data for different seasons refer to different years. Thus, the derived seasonal variation
is generalized and different from that obtained in previous works (i.e., [5,7]).

In the Northern Hemisphere, CO2 has been shown to exhibit a prominent seasonal cycle with a
minimum in July–August and a maximum in November–December, reflecting the metabolic cycles of the
land biota. In the present study, the seasonal difference in CO2 concentration was found to reach up to
30 ppm, which is consistent with previous estimations [4,5,7].

Unlike CO2, CH4 concentrations in the Northern Hemisphere are characterized by peaks not only in
winter (predominantly due to anthropogenic sources [30]) but also in late summer, caused by emissions
from wetlands [5,31]. The CH4 maximum that was observed in July–August in the present study is
consistent with the majority of land surface models used in the inter-comparison study of [21].

The two stations that are furthest from the wetland region (VGN, YAK) showed the lowest summer
concentrations of CH4. A summer peak in CH4 concentration was measured at KRS, which is located at
the border of the lowlands on the downwind side. The amplitude and phase of the CH4 concentrations
measured at DEM, IGR, and KRS are in good accordance with the results of [3].
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3.2.1. Case Study: Winter Vacation

For most of the measurement sites, a marked decrease in CO2 and CH4 concentrations was observed
in late December and the beginning of January (Figure 4a,b). In winter, anthropogenic emissions are
the predominant factor behind CO2 and CH4 emissions. Therefore, we propose that the decline in
concentration in winter is due to reduced industrial and transport activity caused by winter holidays
(which usually last about one week [32]).

Figure 4. Multi-year (2005–2015) seasonal variation of concentrations of (a) CO2 and (b) CH4 for the
considered sites.

To test this hypothesis, we analyzed the concentrations of tracers in the first 10 day period
(1–10 January) and second 10 day period (11–20 January) of January for all available years. We assumed
that the first period, which we termed “Holiday”, was associated with low human (industrial and
transport) activity, while the second period, which we termed “Working”, was associated with normal
human activity. However, this division is rather arbitrary, since the length of the holidays varies from year
to year. Moreover, some production cycles of enterprises do not always strictly follow the official working
calendar. Some industrial processes include preliminary stages with a low load, and therefore produce
lower emissions. Additionally, the schedules for holidays and working days may shift during this period.

After removing the trends, the average values of CO2 and CH4 concentration were calculated for
the "Holiday" and “Working” periods, respectively (Table 2). Student’s t-test was used to estimate the
statistical significance of the difference between "Holiday” and “Working” datasets. For only a few cases
did the test indicate a non-significant difference: NOY and SVV for CO2, AZV, IGR, and YAK for CH4.
The results suggest that, relative to CH4, the CO2 concentration is less sensitive to changes in industrial
activity; the difference in CO2 concentration between the two periods does not exceed 1%, while for two
stations the difference is negative. This could be due to the intensive heating of private countryside houses
or outdoor activities near to the measurement sites.
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Table 2. The average difference in CO2 and CH4 concentrations observed at the JR-STATION tower
sites between the “Holiday” period (1–10 January) and the “Working” period (11–20 January), “Diff.” is
difference between the “Holiday” and “Working”. For BRZ and SVV, CH4 time-series were not long enough
for analysis. Bold font was used to mark statistically insignificant (estimated using Student’s t-test) values
of difference.

# Identifying
Code

Mean CO2, ppm Mean CH4, ppb

Working Holiday Diff. (%) Working Holiday Diff. (%)

1 AZV 10.52 8.86 1.67 (15.85) 113.84 120.09 −6.25 (−5.49)
2 BRZ 13.71 5.89 7.81 (57.00) - - - ( - )
3 DEM 8.41 6.83 1.59 (18.87) 60.76 10.76 50.00 (82.29)
4 IGR 9.07 7.54 1.53 (16.91) 31.91 21.45 10.47 (32.80)
5 KRS 8.84 6.35 2.49 (28.14) 42.90 6.60 36.29 (84.62)
6 NOY 8.78 9.05 −0.28 (−3.15) 67.43 20.46 46.98 (69.66)
7 SVV 6.87 7.27 −0.39 (−5.76) - - - ( - )
8 VGN 7.52 8.16 −0.65 (−8.58) 54.63 41.24 13.39 (24.51)
9 YAK 8.17 6.71 1.46 (17.91) 52.49 46.93 5.56 (10.59)

Figure 5. Concentrations of CO2 and CH4 versus air temperature (a,b) and atmospheric pressure (c,d) for
measurement stations DEM and KRS.

Strong high-pressure systems with low air temperature have been observed over Siberia in winter [3],
which could potentially affect the measured greenhouse gas concentrations. To exclude the influence of
such systems, the distribution of tracers with respect to air temperature (Figure 5a,b) and atmospheric
pressure (Figure 5c,d) was considered. The 12 year datasets used for the present study were sufficiently
large to analyze greenhouse gas concentrations over a wide range of temperature and pressure. For some
sites with decreasing temperature (e.g., DEM), the difference in CO2 concentration between the “Holiday”
and “Working” periods was markedly higher, as more fuel is consumed for heating and transport in the
surrounding areas. Therefore, strong high-pressure systems with low air temperature can enhance the
effect, but are not the main factors.
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3.3. Weekly Variation

The analysis of weekly patterns is useful to identify the tracer emissions associated with industry or
transport operating on a five-day working week. Our analysis did not reveal any noticeable features in the
distribution of CO2 concentrations at a weekly scale (Figure 6a). For all sites, the amplitude of the change
in CO2 concentration was less than 1.5 ppm.

For CH4, the amplitude of the observed change in concentration was larger. However, no clear weekly
variation was observed (Figure 6b). This suggests that there were no large anthropogenic sources of CH4

that constantly affected the concentrations measured at the stations at intervals corresponding to the
five-day working week.

Figure 6. Multi-year (2005–2015) weekly variations of concentrations of (a) CO2 and (b) CH4 derived using
the Prophet model for the considered measurement sites.

3.4. Daily Variation

The considered measurement sites are located in the interior of the Asian continent. At such locations,
a strong daily change in the height of the planetary boundary layer (PBL) is common. The daily cycle of
tracers is most pronounced in summer during dry anticyclonic weather conditions. In this case, frequent
surface temperature inversions develop at night and last until the early morning, which impedes vertical
atmospheric mixing and traps surface gas emissions in the stable shallow PBL [33]. Concentrations reach
maxima in the early morning between 03:00 and 06:00 local time. Minimum concentrations of trace
gases emitted from the soil are normally observed between 12:00 and 18:00, when solar heating of the
ground induces vertical air turbulence; such turbulence leads to mixing in a deep layer of the atmosphere
(approximately 200–600 m deep in winter and up to 2800 m deep in summer [4]).

The magnitude of the nocturnal increase in greenhouse-gas concentrations is variable and depends
on the strength of the atmospheric inversion and on the intensity of the regional tracer source. Overcast
conditions appear to slow the morning breakup of this inversion so that tracers do not move from the
surface layer to high altitudes until 07:00–09:00 [34]. Since precipitation data are also available for the
measurement stations used in the present study, it would be interesting to analyze this effect, however, it
was not considered in this work.

As shown in Figure 7, concentrations of CO2 and CH4 clearly changed throughout the day at all
measurement sites. For example, the time-series for NOY is characterized by an evening peak of CH4

concentration (Figure 7b).
The minimum amplitude of CO2 and CH4 daily concentration change (maximum minus minimum

concentration) are observed in winter (December–February) while the maximum amplitudes are observed
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in summer (June–August), as shown in Table 3. Autumn amplitude values (September–November) are
larger than the spring ones (March–May). The mean diurnal variation in CH4 concentration for each
month at the KRS site is shown in [3].

Figure 7. Multi-year (2005–2015) daily variation of the concentrations of (a) CO2 and (b) CH4 derived by
the Prophet model for the considered measurement stations.

Table 3. Multi-year (2005–2015) amplitudes of the daily variation of CO2 and CH4 concentrations for
different seasons for JR-STATION sites in Siberia derived by the Prophet model. Methane data for Yakutsk
were not sufficient to assess variations for December-February (DJF), March–May (MAM), June–August
(JJA), and September–November (SON).

# Identifying Code
Amplitude for CO2, ppm Amplitude for CH4, ppb

DJF MAM JJA SON DJF MAM JJA SON

1 AZV 1.04 5.46 26.12 5.20 30.94 21.19 50.68 14.38
2 BRZ 1.24 4.76 23.37 4.54 - - - -
3 DEM 0.61 3.31 20.45 6.63 10.73 22.53 109.42 33.89
4 IGR 1.01 3.66 17.90 9.74 31.27 36.46 146.79 54.20
5 KRS 0.55 3.29 22.07 7.09 11.11 20.06 182.98 41.89
6 NOY 0.24 1.48 10.53 3.48 31.12 37.47 92.62 39.76
7 SVV 0.95 4.12 11.89 3.48 - - - -
8 VGN 0.29 5.45 17.56 3.87 6.39 17.68 52.76 16.75
9 YAK 6.73 6.25 12.46 17.92 - - 35.04 -

3.5. Diagnostic

Prophet includes functionality of time series nested cross-validation to measure the fitting error using
historical data. This is done by selecting cutoff points in the history, and for each of them, fitting the model
using data only up to that cutoff point. We can then compare the fitted values to the actual values. This
method, called the simulated historical forecasts (SHFs), is based on classical “rolling origin” forecast
evaluation procedures [35]. We specify the forecast horizon (365 days), the size of the initial training
period (730 days) and the spacing between cutoff dates—period (180 days). Due to the limited number of
observations the initial training period for CH4 for AZV and YAK was reduced to 365 days. Table 4 shows
the mean statistics of the fitting performance. The statistics computed are root mean squared error (RMSE),
mean absolute error (MAE), and mean absolute percent error (MAPE).

The average error of the model for CO2 is fairly uniform and does not exceed one percent. For CH4,
the error strongly depends on the location relative to the emission regions (swamps), the length of the time
series and the number of observations. Values are in the range of 2–5% (Figure 8). By default Prophet will
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only return uncertainty in the trend and observation noise. To get uncertainty in seasonality, it needs to do
full Bayesian sampling. We tried different options of the model tuning, but could not determine a method
to convert data-density into a calculation of the uncertainty.

Figure 8. Time-series of CO2 (a–d) and CH4 (e–h) for the KRS, NOY, VGN, and YAK towers for 2011. Black
symbols represent daytime averaged measurements, the blue line is the Prophet model fitting, and the
shaded area shows the 80% confidence interval.

Table 4. The Prophet model cross-validation performance metrics at tower network sites in Siberia
(JR-STATION). For BRZ and SVV CH4 data series are not sufficient for analysis. Root mean squared
error (RMSE), mean absolute error (MAE), and mean absolute percent error (MAPE).

# Identifying
Code

CO2 CH4

RMSE MAE MAPE (%) RMSE MAE MAPE (%)

1 AZV 4.97 3.84 0.96 48.67 39.96 2.03
2 BRZ 4.43 3.36 0.85 - - -
3 DEM 3.97 3.00 0.76 108.77 65.83 3.32
4 IGR 4.92 3.63 0.92 120.91 93.78 4.57
5 KRS 4.36 3.33 0.84 47.64 35.35 1.79
6 NOY 3.76 2.85 0.72 98.66 74.19 3.64
7 SVV 3.91 2.98 0.76 - - -
8 VGN 4.25 3.34 0.84 57.10 42.32 2.10
9 YAK 4.76 3.63 0.91 97.49 73.06 3.79
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3.6. Temperature Inversion

In order to analyze the effect of temperature inversions in more detail, we examined the difference
in the concentrations of CO2 and CH4 measured from the lower and upper inlets of the measurement
towers for cases with and without inversions (Figure 9). The results show that, for all sites except YAK,
inversions have a strong effect on CO2 concentrations in summer and a relatively weak effect in other
seasons (Figure 9d). In the YAK area, temperature inversions consistently form in winter due to the
extremely cold and dense air of the Siberian High pooling in deep hollows. In this area, the average
minimum temperatures for January, February, and December occasionally fall below −50 °C.

The influence of inversions on CH4 concentrations is more diverse: For some sites (e.g., KRS;
Figure 9e), inversions have as prominent an effect as they do for CO2 concentrations, while for others
(VGN and YAK; Figure 9g,h), concentrations are more uniform throughout the year. However, for two
stations located in the very center of the Vasyugan Swamp (IGR and NOY), we did not observe large
differences in CO2 or CH4 concentrations during temperature inversion (Figure 9f). CH4 emission is strong
throughout the year around NOY.

Figure 9. Monthly mean CO2 (a–d) and CH4 (e–h) concentration difference between lower and upper inlets
for events with (Positive) and without (Negative) temperature inversion for KRS, NOY, VGN, and YAK
sites, respectively.

Carbon monoxide (CO) emissions usually result from inefficient combustion, and have often been
used as a tracer for CO2 [36]. The ratios of the emissions of CO2 to CO are different for various combustion
and biological processes. Therefore, the simultaneous observation of CO2 and CO may help to distinguish
between fossil fuel sources and terrestrial ecosystem sources of CO2 [37].

3.7. Elevated Concentration Events

For many types of study (e.g., inverse modeling [9,11,38]), it is important to understand the reason
for elevated greenhouse gas concentrations and filter out concentrations caused by local sources or
temperature inversions. For a high concentration, we consider the events when the threshold value of
concentration is exceeded for three hours or more. The threshold values are selected to be equal to the
magnitude of the uncertainty in the concentration calculated by the Prophet model. The threshold values
for the considered measurement sites are given in Table 5.

During the study period, the frequency of high-concentration events was 15–20%. The seasonal
distribution of these events was not uniform, and is likely to correspond to seasonal variations in
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emissions. For CO2 concentrations, peaks are observed in summer, while for CH4, summer and
winter peaks are observed (Figure 10). For late spring and late autumn, the frequency of events is
low. For high-concentration events, the difference in temperature between the upper and lower inlets
was analyzed. Since the locations of the inlets are different for different towers, we considered the scaled
temperature difference, ∆Tscaled, scaled by the height between inlets, ∆H, using the formula:

∆Tscaled =
∆T
∆H

∗ 10. (5)

For the IGR, NOY, and VGN towers, in most cases, elevated concentrations are accompanied by a
temperature inversion of 0.1–0.3 °C/m. This is also sometimes observed at the KRS tower. At the YAK
tower, temperature inversions reached a maximum of 0.5 °C/m during December–January. The strongest
summer inversion was observed at the DEM tower.

Figure 10. Number of days (%) with elevated concentrations of CO2 (a–d) and CH4 (e–h) for the KRS, NOY,
VGN, and YAK measurement sites.

Table 5. The threshold concentration values for high-concentration events for the considered measurement sites.

# Identifying Code
Threshold

CO2, ppm CH4, ppb

1 AZV 9.33 45.00
2 BRZ 7.81 -
3 DEM 7.47 88.78
4 IGR 8.45 160.51
5 KRS 7.87 98.08
6 NOY 5.57 141.93
7 SVV 5.98 -
8 VGN 7.04 53.49
9 YAK 6.32 39.05

In addition to temperature inversions, low wind speeds have been shown to significantly affect the
concentration of tracers in Siberia [39]. Additionally, wind direction also greatly affects the concentration
of tracers in Siberia if local sources are located near to the observation site. To identify the effect of
wind speed and direction on concentrations of CO2 and CH4, we also analyzed events with low tracer
concentrations (i.e., concentrations less than the threshold value). A comparison of wind roses for high-
and low-concentration events is presented in Figure 11.
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From the figure, it is clear that the proposed approach allows wind speeds and directions to be
determined for situations with high and low concentrations of CO2 and CH4. Since the towers’ measurement
inlets are located fairly high above the ground, the frequency of calm conditions was very low.

Low wind speeds clearly contribute to the increase of tracer concentrations. However, on the contrary,
high wind speeds lead to the faster mixing of air volumes and thus lower tracer concentrations. Importantly,
we successfully identified the wind direction which brought more tracer-contaminated air. For the YAK
and NOY towers, this corresponded to a fairly narrow range of wind directions (Figure 11). It is very likely
that the concentrations at the NOY tower were influenced by CO2 and CH4 emissions from the oil and
natural gas pipelines which are located several km northwest of the tower [3]. Similarly, the concentrations
at the VGN tower were likely influenced by Chelyabinsk, one of the major industrial centers of Russia.

Figure 11. Wind roses depicting wind speed (m/s) and wind direction for high- and low-concentration
CH4 events for the considered measurement sites.
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4. Conclusions

In this study, we present a time-series analysis of composite CO2 and CH4 concentration records
from nine tower measurement sites in Siberia. The use of the Prophet model facilitates the analysis
of a time-series of tracer concentrations and meteorological parameters. It helps to extract trends and
periodic signals with different time scales and to filter out noise and outliers from datasets. Although it
is challenging to quantify local sources and sinks of CO2 and CH4, we detected multi-year variability of
tracers and identified events of elevated concentration. The periodicity of such events was found to vary
throughout the year and to be different for CO2 and CH4, reaching up to 20% of days in some months.
Furthermore, the weather conditions associated with elevated concentrations were analyzed. In most
cases, elevated concentration events were caused by a temperature inversion and low wind speed. It was
revealed that certain wind directions were correlated with high- and low-concentration events. For some
sites, the wind direction was found to indicate the location of the sources of CO2 and CH4. To identify
the type of source (natural or anthropogenic), additional information (e.g., CO mixing ratio) is needed.
Currently, fairly simple criteria are used to filter observational data, such as excluding nighttime data and
data obtained during low wind speeds and temperature inversions [9,11]. This analysis can be used to
develop advanced criteria to filter observations used in inverse modeling.
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