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1 1. Method

= 1.1. Method for Applying the Naive Bayesian Theory into GNy

Based on the naive Bayesian classifier, the posterior probabilities for an edge ej,—4;, representing
whether the node [; is connected to d i in GNj, are defined as follows:

p(my,ma, ... myle,,_q; = 1)p(e,—a; = 1)

E.,.:lchi/d' =
plei, -4, = 1ICN (7)) p(CN{l; ) .
p(eli*dj — 1) p(m |e 1) ( )
=7 7 sler—d; =
P(CN(id))) . cCNa ]
p(my,my, ... myle,_g = 0)p(e,—a; =1)
ev—l:OCN l’d _ Y 1Y
p(ey—4; = OICN(L;, d;)) p(CN(L;,dj))
ple ) ?

.,d]. =0 H
= 1 - p(msleya; = 0).
p(CN(l;,d;)) msECN (I;,4;) ]

From Equations (1) and (2), we can directly identify whether an IncRNA node is connected with
a disease node or not in GN;. However, since it is often too complicated to calculate the value of
p(CN(l;,d;)), we first define the probability of a potential association existing between /; and d; in
GN;j as follows:

ple,—q, = 1CN(l;,d)))  ple—a;, =1) p(msle, g, =1)

S1(l;,d;) = - L W @)
0t) = ey, =N, 2)) ~ pley g, =), L1, . pOmsle g, =0)

where p(m; |ell._d/.=1) and p(m; |el,»—dj=0) are the conditional probabilities of a node ms belonging to
CN(l;,d;); they represent the possibilities of whether the node is a common neighboring node between
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li and d; in GN; or not, respectively. Moreover, according to Bayesian theory, these two conditional
probabilities can be expressed as:

pley—a; = 1ms)p(ms)

4)

p(msle,—q; = 1) =

p(ey—a; = Olmy)p(ms)
ple—q, = 0)

p(msle,—q; = 0) = , 5)
where p(eli_djzl |ms) and p(eli_dj:O|m5) represent the conditional probability of whether the IncRNA
node /; is connected to the disease node d; or not, respectively, and m; is one of the common neighboring
nodes between /; and d; in GN;. Thus, p(eli,dj=1|m5) and p(eli,d],=0|m5) are calculated via the
following formulas:

+
ple,—q, = 1ms) = 7+Nm5 - (6)
i~ Nit, + Nin,
N,
e_g. = 0lms) = ———4—, 7
p(ey,—g; = Olms) NI+ Np, )

where N,/ , and N, denote the number of known and unknown associations between IncRNAs and
diseases whose common neighbors include m; respectively.
Hence, from Equations (4) and (5), Equation (3) can be modified as follows:

el._4. = 1 €. _gq4. = 0 el _4. = 1 ms
s1(1i,d~):p( i—d; = 1) ple;—a;, = 0)p(e—q; =1 )_ @®)
p(e—q; = 0) mscCN () ple—a; = 1)p(ey—q, = Olms)
) ) ple,—a,=1) )
Moreover, given any two nodes /; and d; in GNj, the value of m is a constant, which we denote

1

as ¢ for convenience. Additionally, for each common neighboring node between /; and d; in GNj,
let N; denote the number of IncRNAs directly related to ms, and Ny denote the number of diseases
directly related to ms. Then, N, , T N, = Ni X Ny, and hence, Equation (3) can further be modified as
follows: N+

—1-"mg

S1lid) =¢w  []  ¢m N

m‘;eCN(li,d]-)

©)

Considering that N, may equal zero, we will introduce the Laplace calibration to guarantee that
the value of S1(J;, d]-) will not be zero:

N, +1
S1(l;,d;) = Pm H ¢m71%~ (10)
m,gECN(li,d]‘) ms +

Furthermore, by introducing the logarithmic function for standardization, for any given IncRNA node
/i and disease node d; in GN1, we can finally define the probability of a potential association existing
between them as:

lOg(Sl(li, d]))
A 7

S1'(l;,d;) = (11)

where, A is a constant utilized for normalization.

1.2. Method for Applying the Naive Bayesian Theory to GNp

In the same manner as described in section 1.1, for any given IncRNA node I; and
disease node d; in GN;, we construct the set consisting of all common neighboring nodes,
CN'(lj, dj) = {my,ma, ...,mp, 81,82, -, §u}- Then, the posterior probabilities of p'(e;,_q,=1|CN'(l;, d;))
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1 and p’ (eli—dj=0|CN/ (li,d;)), representing whether the node I; is connected to d; in GN; or not,
1 respectively, can be described as follows:

p'(my,ma,...,my, 81,82, -, §uley—a, = 1)p'(e—a; = 1)
p'(CN'(1;,d;))

p'(ey—a; = 1/CN'(l;, d))) =

_ M I '(mge =1)x (12)
PN, coiga)

j
H p/(g,3|eli—dj - 1) X H Pl(mﬂ/85|eli—dj = 1)
8sECN'(l;d;) ma,ggECN' (1;,d;)

p'(my,my, ..., my, 81,82, ..,gu|eli,d], = 0)p’(el,fdj =0)

p'(ej,—a; = OICN'(l;,d})) =

p'(CN'(L;, d}))
p'(e—a; =0) )
= enay L1 POmade g = 0)x (13)
p'(CN'(1;,d;)) iy €CNY (1) j
[T ¥ (gple—a; =0) x I p'(ma, gglei,—a; = 0),
gﬂECN’(li,dj) m&,gEECN/(li,d/’)
12 where p’(m,e;, ¢;=1) and P (mgle; ¢;=0) are the conditional probabilities of whether a node

1z M, belongs to CN,(li,dj) ; they represent the possibilities of whether the node m, is a common
1 neighboring node between I; and d; in GN, or not, respectively. p’( 8ple;,—4;=1) and p’(gﬁ|eli_dj=0)
1= are the conditional probabilities of whether a node gg belonging to CN ,(li,d]-) ; they represent the
1e  possibilities of whether the node gg is a common neighboring node between /; and d; in GN; or not,
17 respectively.

Following the example of Equations (4) and (5), we have:

p'(e—a, = 118a) P’ ()
"(mulep—g, =1) = — 14
p (male,—q; =1) Ve a =1) (14)

p'(e,—a, = 018a) P’ (8a)

p'(galer,—a, = 0) = Ve =0 (15)
P (gplenq =1) = P'(el,-p/d(j;;j|g:ﬁ)lr’)/(8ﬂ) %)
p'(gple,—a, = 0) = p,(elip,?ejt(:j'g_ﬁ)op)l(gﬁ) (17)
il =1) = ;<1ei:nz;gf)1p)/(m&’gﬁ) (e
P (e, gpley - = 0) = p'(ey—a; = Olma,g,;)p’(m@,glg), 19)

p'(e,—q, = 0)

where p’ (e,—a;=1|ma, gg) and P/(eli—dj=0|mm gp) represent the conditional probability of whether the
IncRNA node I; is connected to the disease node dj or not respectively, while both m; and gp are
common neighboring nodes between [; and d; in GN,. Moreover, let Nr;i,gg and N,;&,gﬁ denote the
number of known and unknown associations between /; and d; in GN3, respectively, conditional on
mg and gz being common neighboring nodes between /; and d; in GN, and m3-g is an miRNA-gene
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pair. In addition, for any given miRNA-gene pair mz-gg, let N;l denote the number of IncRNAs

directly related to mz-gg, and N;l denote the number of diseases directly related to mz — gz; then,

N,,J;R,gﬁ + ana,g,g = NZ/1 X N;] and p’(eli,dj=1|ma,g5) + p’(eli,dj=0|m@,g5)=1. Therefore, we have:
N, o
! a,g‘B
p(e—a; = 1lma, 8p) = = (20)
j p Ninis g5 + Nina,gg
/ N";&/g’
p (o4, = Olma, 85) = 1« (21)

Mmz,8p + N";a,g/g

As illustrated in Section 1.1, we can define the probability of a potential association existing
between [; and d; in GN; as follows:

S2(l;, dj) = g (Mo, 1) (N 1) (Noy g 1)
pdi)=¢m T] I1 I1 o (N, +1)(Ng, +1) (N g5 +1) *2

mHECN/(li,dj) gﬁGCN/(l,,d]) m,j,gBGCN/(li,dj)

where N and N,, denote the number of known and unknown associations between /; and d; in
GN; respectively, conditional on 11, being a common neighboring node between /; and d;. In addition,
Ng;; and Ng’ﬁ represent the number of known and unknown associations between /; and dj in GN,
respectively, conditional on gg being a common neighboring node between /; and d;. From the above
descriptions, we find N} + N, = Nl,2 X Nl;z and Né’; +Ng, = Nl; X N;l3, where Nl,2 denotes the
number of IncRNAs directly related to the node 1, in GNp, N;lz denotes the number of diseases directly
related to the node m, in GNj, Nlls denotes the number of IncRNAs directly related to the node gz in

GNp, and NL/i3 denotes the number of diseases directly related to the node in GNj.
Finally, following the example of Equation (11), we can finally define the probability of a potential
association existing between /; and d; in GN; as follows:

log(S2(1;,d;))

S2'(I;,d;) = 3

(23)
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