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1. Method1

1.1. Method for Applying the Naïve Bayesian Theory into GN12

Based on the naïve Bayesian classifier, the posterior probabilities for an edge eli−dj
, representing

whether the node li is connected to dj in GN1, are defined as follows:

p(eli−dj
= 1|CN(li, dj)) =

p(m1, m2, . . . , mh|eli−dj
= 1)p(eli−dj

= 1)

p(CN(li, dj))

=
p(eli−dj

= 1)

p(CN(li, dj))
∏

mδ∈CN(li ,dj)

p(mδ|eli−dj
= 1)

(1)

p(eli−dj
= 0|CN(li, dj)) =

p(m1, m2, . . . , mh|eli−dj
= 0)p(eli−dj

= 1)

p(CN(li, dj))

=
p(eli−dj

= 0)

p(CN(li, dj))
∏

mδ∈CN(li ,dj)

p(mδ|eli−dj
= 0).

(2)

From Equations (1) and (2), we can directly identify whether an lncRNA node is connected with
a disease node or not in GN1. However, since it is often too complicated to calculate the value of
p(CN(li, dj)), we first define the probability of a potential association existing between li and dj in
GN1 as follows:

S1(li, dj) =
p(eli−dj

= 1|CN(li, dj))

p(eli−dj
= 0|CN(li, dj))

=
p(eli−dj

= 1)

p(eli−dj
= 0) ∏

mδ∈CN(li ,dj)

p(mδ|eli−dj
= 1)

p(mδ|eli−dj
= 0)

, (3)

where p(mδ|eli−dj
=1) and p(mδ|eli−dj

=0) are the conditional probabilities of a node mδ belonging to
CN(li, dj); they represent the possibilities of whether the node is a common neighboring node between
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li and dj in GN1 or not, respectively. Moreover, according to Bayesian theory, these two conditional
probabilities can be expressed as:

p(mδ|eli−dj
= 1) =

p(eli−dj
= 1|mδ)p(mδ)

p(eli−dj
= 1)

(4)

p(mδ|eli−dj
= 0) =

p(eli−dj
= 0|mδ)p(mδ)

p(eli−dj
= 0)

, (5)

where p(eli−dj
=1|mδ) and p(eli−dj

=0|mδ) represent the conditional probability of whether the lncRNA
node li is connected to the disease node dj or not, respectively, and mδ is one of the common neighboring
nodes between li and dj in GN1. Thus, p(eli−dj

=1|mδ) and p(eli−dj
=0|mδ) are calculated via the

following formulas:

p(eli−dj
= 1|mδ) =

N+
mδ

N+
mδ

+ N−mδ

(6)

p(eli−dj
= 0|mδ) =

N−mδ

N+
mδ

+ N−mδ

, (7)

where N+
mδ

and N−mδ
denote the number of known and unknown associations between lncRNAs and3

diseases whose common neighbors include mδ respectively.4

Hence, from Equations (4) and (5), Equation (3) can be modified as follows:

S1(li, dj) =
p(eli−dj

= 1)

p(eli−dj
= 0) ∏

mδ∈CN(li ,dj)

p(eli−dj
= 0)p(eli−dj

= 1|mδ)

p(eli−dj
= 1)p(eli−dj

= 0|mδ)
. (8)

Moreover, given any two nodes li and dj in GN1, the value of
p(eli−dj

=1)

p(eli−dj
=0) is a constant, which we denote

as φm for convenience. Additionally, for each common neighboring node between li and dj in GN1,
let Nl denote the number of lncRNAs directly related to mδ, and Nd denote the number of diseases
directly related to mδ. Then, N+

mδ
+ N−mδ

= Nl × Nd, and hence, Equation (3) can further be modified as
follows:

S1(li, dj) = φm ∏
mδ∈CN(li ,dj)

φm
−1 N+

mδ

N−mδ

. (9)

Considering that N+
mδ

may equal zero, we will introduce the Laplace calibration to guarantee that
the value of S1(li, dj) will not be zero:

S1(li, dj) = φm ∏
mδ∈CN(li ,dj)

φm
−1 N+

mδ
+ 1

N−mδ
+ 1

. (10)

Furthermore, by introducing the logarithmic function for standardization, for any given lncRNA node
li and disease node dj in GN1, we can finally define the probability of a potential association existing
between them as:

S1
′
(li, dj) =

log(S1(li, dj))

λ
, (11)

where, λ is a constant utilized for normalization.5

1.2. Method for Applying the Naïve Bayesian Theory to GN26

In the same manner as described in section 1.1, for any given lncRNA node li and7

disease node dj in GN2, we construct the set consisting of all common neighboring nodes,8

CN′(li, dj) = {m1, m2, ..., mh, g1, g2, ..., gu}. Then, the posterior probabilities of p′(eli−dj
=1|CN′(li, dj))9
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and p′(eli−dj
=0|CN′(li, dj)), representing whether the node li is connected to dj in GN2 or not,10

respectively, can be described as follows:11

p′(eli−dj
= 1|CN′(li, dj)) =

p′(m1, m2, . . . , mh, g1, g2, . . . , gu|eli−dj
= 1)p′(eli−dj

= 1)

p′(CN′(li, dj))

=
p′(eli−dj

= 1)

p′(CN′(li, dj))
∏

mα∈CN′(li ,dj)

p′(mα|eli−dj
= 1)× (12)

∏
gβ∈CN′(li ,dj)

p′(gβ|eli−dj
= 1)× ∏

mᾱ ,gβ̄∈CN′(li ,dj)

p′(mᾱ, gβ̄|eli−dj
= 1)

p′(eli−dj
= 0|CN′(li, dj)) =

p′(m1, m2, . . . , mh, g1, g2, . . . , gu|eli−dj
= 0)p′(eli−dj

= 0)

p′(CN′(li, dj))

=
p′(eli−dj

= 0)

p′(CN′(li, dj))
∏

mα∈CN′(li ,dj)

p′(mα|eli−dj
= 0)× (13)

∏
gβ∈CN′(li ,dj)

p′(gβ|eli−dj
= 0)× ∏

mᾱ ,gβ̄∈CN′(li ,dj)

p′(mᾱ, gβ̄|eli−dj
= 0),

where p′(mα|eli−dj
=1) and p′(mα|eli−dj

=0) are the conditional probabilities of whether a node12

mα belongs to CN
′
(li, dj); they represent the possibilities of whether the node mα is a common13

neighboring node between li and dj in GN2 or not, respectively. p′(gβ|eli−dj
=1) and p′(gβ|eli−dj

=0)14

are the conditional probabilities of whether a node gβ belonging to CN
′
(li, dj); they represent the15

possibilities of whether the node gβ is a common neighboring node between li and dj in GN2 or not,16

respectively.17

Following the example of Equations (4) and (5), we have:

p′(mα|eli−dj
= 1) =

p′(eli−dj
= 1|gα)p′(gα)

p′(eli−dj
= 1)

(14)

p′(gα|eli−dj
= 0) =

p′(eli−dj
= 0|gα)p′(gα)

p′(eli−dj
= 0)

(15)

p′(gβ|eli−dj
= 1) =

p′(eli−dj
= 1|gβ)p′(gβ)

p′(eli−dj
= 1)

(16)

p′(gβ|eli−dj
= 0) =

p′(eli−dj
= 0|gβ)p′(gβ)

p′(eli−dj
= 0)

(17)

p′(mᾱ, gβ̄|eli−dj
= 1) =

p′(eli−dj
= 1|mᾱ, gβ̄)p′(mᾱ, gβ̄)

p′(eli−dj
= 1)

(18)

p′(mᾱ, gβ̄|eli−dj
= 0) =

p′(eli−dj
= 0|mᾱ, gβ̄)p′(mᾱ, gβ̄)

p′(eli−dj
= 0)

, (19)

where p′(eli−dj
=1|mᾱ, gβ̄) and p′(eli−dj

=0|mᾱ, gβ̄) represent the conditional probability of whether the
lncRNA node li is connected to the disease node dj or not respectively, while both mᾱ and gβ̄ are
common neighboring nodes between li and dj in GN2. Moreover, let N+

mᾱ ,gβ̄
and N−mᾱ ,gβ̄

denote the
number of known and unknown associations between li and dj in GN2, respectively, conditional on
mᾱ and gβ̄ being common neighboring nodes between li and dj in GN2 and mᾱ-gβ̄ is an miRNA–gene
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pair. In addition, for any given miRNA–gene pair mᾱ-gβ̄, let N
′
l1

denote the number of lncRNAs

directly related to mᾱ-gβ̄, and N
′
d1

denote the number of diseases directly related to mᾱ − gβ̄; then,

N+
mᾱ ,gβ̄

+ N−mᾱ ,gβ̄
= N

′
l1
× N

′
d1

and p′(eli−dj
=1|mᾱ, gβ̄) + p′(eli−dj

=0|mᾱ, gβ̄)=1. Therefore, we have:

p
′
(eli−dj

= 1|mᾱ, gβ̄) =
N+

mᾱ ,gβ̄

N+
mᾱ ,gβ̄

+ N−mᾱ ,gβ̄

. (20)

p
′
(eli−dj

= 0|mᾱ, gβ̄) =
N−mᾱ ,gβ̄

N+
mᾱ ,gβ̄

+ N−mᾱ ,gβ̄

. (21)

As illustrated in Section 1.1, we can define the probability of a potential association existing
between li and dj in GN2 as follows:

S2(li, dj) = φm ∏
mα∈CN′(li ,dj)

∏
gβ∈CN′(li ,dj)

∏
mᾱ ,gβ̄∈CN′(li ,dj)

φm
−3

(N+
mα

+ 1)(N+
gβ

+ 1)(N+
mᾱ ,gβ̄

+ 1)

(N−mα + 1)(N−gβ
+ 1)(N−mᾱ ,gβ̄

+ 1)
, (22)

where N+
mα

and N−mα
denote the number of known and unknown associations between li and dj in18

GN2 respectively, conditional on mα being a common neighboring node between li and dj. In addition,19

N+
gβ

and N−gβ
represent the number of known and unknown associations between li and dj in GN220

respectively, conditional on gβ being a common neighboring node between li and dj. From the above21

descriptions, we find N+
mα

+ N−mα
= N

′
l2
× N

′
d2

and N+
gβ

+ N−gβ
= N

′
l3
× N

′
d3

, where N
′
l2

denotes the22

number of lncRNAs directly related to the node mα in GN2, N
′
d2

denotes the number of diseases directly23

related to the node mα in GN2, N
′
l3

denotes the number of lncRNAs directly related to the node gβ in24

GN2, and N
′
d3

denotes the number of diseases directly related to the node in GN2.25

Finally, following the example of Equation (11), we can finally define the probability of a potential
association existing between li and dj in GN2 as follows:

S2
′
(li, dj) =

log(S2(li, dj))

λ
. (23)
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