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Abstract: Pakistan’s economy is largely driven by agriculture, and wheat, mostly, stands out as
its second most produced crop every year. On the other hand, the average consumption of wheat
is steadily increasing as well, due to which its exports are not proportionally growing, thereby,
threatening the country’s economy in the years to come. This work focuses on developing an accurate
wheat production forecasting model using the Long Short Term Memory (LSTM) neural networks,
which are considered to be highly accurate for time series prediction. A data pre-processing smoothing
mechanism, in conjunction with the LSTM based model, is used to further improve the prediction
accuracy. A comparison of the proposed mechanism with a few existing models in literature is
also given. The results verify that the proposed model achieves better performance in terms of
forecasting, and reveal that while the wheat production will gradually increase in the next ten years,
the production to consumption ratio will continue to fall and pose threats to the overall economy.
Our proposed framework, therefore, may be used as guidelines for wheat production in particular,
and is amenable to other crops as well, leading to sustainable agriculture development in general.

Keywords: wheat production; time series forecasting; long short term memory neural networks;
smoothing function

1. Introduction

Agriculture sector, being the backbone of Pakistan’s economy, accounted for 19.5 percent of
GDP and 42.5 percent of employment in the financial year 2016–2017 [1]. Wheat stood out as the
second largest crop; alone responsible for 1.9 percent in the GDP, and 3.4 percent in the employment
during the said year. Considering the fact that domestic consumption of wheat continues to increase
steadily, its exports are expected to be affected significantly in the coming years, which will be a major
setback for the country’s economy. Wheat production forecasting for many years to come is one way
of alleviating this predicament; an analysis of its production to consumption ratio will not just be
means of estimating the expected amount of export, but will motivate certain measures to be taken
at state level to ensure its escalated cultivation, and to minimize losses due to diseases by modern
technological methods [2].
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The primary objective of a forecasting method is to use several parameters to formulate a
mathematical model that predicts the production in future. One such method was presented [3],
in which the used parameters included rainfall, temperature, fertilizer, area, and most importantly
history of the production. However, the data used in that work was for years 1979–2006, due to
unavailability of several parameters until 1979, and the results were verified for only two years.
Therefore, the limited dataset comprised wheat production for only 39 years. Moreover, some
parameters had to be interpolated to overcome the deficiency in their dataset, which must have
contributed to the constrained accuracy they had achieved. We believed that the amount of
data available to the authors of [3] was not sufficient for an effective training of any regression
model available, therefore, elevating the accuracy to an acceptable level, required a different
technique altogether.

It is very difficult to know complete details of these parameters, however, a realistic design
approach in this regard is to developing a time series based prediction model, such as auto regressive
integrated moving average (ARIMA) model, which is very popular and has shown good results.
Several studies have been conducted in the past for wheat forecasting, keeping in view the fluctuations
in its production that Pakistan has seen over the years. The most notable studies amongst those
were carried out by Amin et al. [4] and Iqbal et al. [5]. In the former, the authors made use of two
commercially available software; namely JMP and Statgraphics, and they used time series ARIMA
model. They established that the ARIMA (1,2,2) was the best model according to two important model
selection criteria, i.e., Akaike’s information criteria (AIC) and Schwarz Bayesian Information criteria
(SBIC). The forecasting results showed a root mean squared error (RMSE) of 1145 thousand tons, which
reflects a very high prediction error. Due to their linear behavior, ARIMA models prove unsuitable for
many real-world nonlinear problems.

The emergence of artificial neural networks (ANN), however, has lightened up the prediction
and forecasting fields. ANN have been widely used for prediction of various complex systems [6–9].
They have capabilities of identifying and learning complex nonlinear relationships between different
systems’ parameters, and mostly yield more accurate results when compared with linear regression
techniques [10,11]. Amongst various known for long, one recently proposed deep learning architecture
of ANN, called Long Short Term Memory Neural Networks (LSTM-NN), has caught attention for time
series forecasting [12]. The predictions by this class are influenced by the past behavior of the system,
and it can be used for both regression and classification purposes. Compared to other deep models,
such as deep Boltzman machine, graph structured recurrent neural network, and convolutional neural
networks, the LSTM-NN based deep learning models perform significantly better [13] for time-series
forecasting due to set of reasons. It has natural tendency to extract robust patterns for an input feature
space, and can handle MIMO systems effectively by offering a lot of system’s flexibility. Additionally,
LSTM systems are capable of handling nonlinear systems due to their specialized LSTM nodes that
perform better after learning.

LSTM-NN have shown improved modeling capabilities in various time series applications,
including stock returns in China [14], traffic dynamics [15], and rent payment delays by tenants [16].

Despite having excellent forecasting capabilities, ANN and LSTM-NN have had limited
application in the field of agriculture and crop production forecasting. In [17,18], a recurrent neural
network (RNN) based forecasting models were presented for crop yield prediction. In our work,
we have used MATLAB 2018 R© with deep learning toolbox to develop the wheat production forecasting
model. We have adopted the historical data of wheat production for years 1902–2018, and compared
the results with existing literature. We have also devised a mechanism, using a smoothing function,
to pre-process the dataset prior to training the LSTM-NN model. Our results suggest better forecasting
with smaller prediction error. The contribution of this work, therefore, is the recommendation of data
pre-processing using a suitable smoothing function in conjunction with the LSTM-NN model, with aim
of providing better wheat production forecast.
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The rest of the paper is organized as follows: A brief introduction of the ANN and LSTM-NN is
given in Section 2. The pre-processing methodology, and training of the LSTM-NN are explained in
Section 3. Section 4 presents our simulation results and a comparisons. Section 5 concludes the paper.

2. Artificial Neural Networks and Long Short Term Memory Neural Networks

The basic concept of ANN is inspired from the neural system of humans [19], where neurons are
connected to each other forming a layered structure from inputs to outputs via a few hidden layers.
The interconnections between neurons are assigned some weights and biases, together called network’s
coefficients. Figure 1 presents an abstract level diagram of ANN, having a set of inputs (x1, x2, ..., xR),
an output (yo), and two hidden layers. δi and δ′i in the hidden layers are called threshold or quantization
functions. Several options are available for thresholding in literature; we have selected log-sigmoid in
both hidden layers

(
δ(x) = 1

1+e−x ), and purlin in the output layer (δ(x) = x). ANN have been widely
adopted for system modeling, where they are first trained by means of a learning algorithm, in which
the network’s coefficients are updated iteratively. The trained model is then used for achieving the
desired behavior. One of the most common learning algorithm is back propagation, in which the error
is propagated backward.

Figure 1. Basic structure of a fully connected artificial neural network [20,21].

There are various kinds of ANN architectures; the most common of them are feed-forward,
cascaded and recurrent. RNN are widely used for time series forecasting, in which each layer poses
some recurrent connections having some unit delays. This results in influence of the current output
by previous states. The basic architecture of RNN is shown in Figure 2, where a feedback path exists
between second and first hidden layer, (RVU

s ). One special type of RNN is the LSTM-NN. LSTM-NN
are capable of learning long term dependencies in data. The basic concept of LSTM-NN was proposed
in [12], and they are now widely applied in various applications. Although RNN are also capable of
learning long term dependencies in data, but they suffer from the vanishing gradient issue. LSTM-NN
architecture is based on gates, whose function is to choose the data to keep and to discard. Due to
gradient control, it can remember more data than RNN. An LSTM-NN cell consists of three gates:
input gate, output gate and forget gate. The input gate gives new inputs to the cell. The output gate
specifies the output of the cell, and forget gate is responsible for specifying the prior values that need
to be retained for future reference. A typical LSTM-NN cell structure is shown in Figure 3.



Agronomy 2019, 9, 72 4 of 12

Figure 2. Basic structure of a recurrent neural network [20,22].

Figure 3. Basic structure of a LSTM-NN cell [13].

The gates in the LSTM-NN cell structure are represented by circles in Figure 3. Here g, i, o and f
represent modulation gate, input gate, output gate and forget gate respectively. In the modulation gate,
the input is updated at the present time instant. All gates work on current input (x(t)) and previous
values of states (h(t− 1)). The outputs of gates are calculated as follows:

i(t) = f (Wixc(t) + Uihc(t− 1) + bi) (1)

g(t) = tanh(Wcxc(t) + Uchc(t− 1) + bc) (2)

g(t) = f (W f xc(t) + U f hc(t− 1) + b f ) (3)

where, W and U are the weights for input and previous state respectively. The biases are represented
with b, subscript is used to represent the specific gate. The updated cell value is calculated as:

c(t) = f (Wo + xc(t) + Uohc(t− 1) + Voc(t) + bo) (4)

The current cell state, current input and previous state of the cell are used to control the output
gate. The updated cell state is given as follows:

O(t) = f (Woxc(t) + Uohc(t− 1) + Voc(t) + bo) (5)

h(t) = O(t) tanh(c(t)) (6)
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Generally, if hidden layers are more than one the network architecture could be categorized as
deep network. In the proposed work, we have evaluated various hidden layers structures in the
LSTM-NN to get the best results.

3. Materials and Methods

The proposed research methodology is depicted in Figure 4. Pakistan’s wheat production history
for the years 1902–2018, constituting our dataset, was obtained from the Federal Bureau of Statistics,
Pakistan, and the Economic Survey of Pakistan, 2017 [1]. The dataset is divided into two subsets:
The first subset, comprising data from 1902–2008, is used for training the three forecasting models,
namely, ARIMA, RNN and LSTM-NN. The second subset consists of data from 2009–2018, and is used
for the validation purpose.

Figure 4. Flow diagram of the model selection process.
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Since, the raw data included fluctuations that might affect the forecasting results, a smoothing
function is used to smooth out the curve values prior to training the models. One of the most widely
used smoothing functions is Robust-LOWESS [23]. It uses local regression using linear recursive
least squares (RLS). The presence of outliers in the data degrades its modeling accuracy. Using the
local regression, it decreases the effects of outliers and results in improved modeling. This algorithm
assigns very low weights to the outliers. The smoothing function with a polynomial of degree two,
and a window size of four years, is used for data pre-processing. Algorithm 1 presents our proposed
methodology.

Algorithm 1: Proposed Methodology

Input: Training data δF = {(x1, y1), (x2, y2)...(xN , yN)}
Parameters Γp ← autoregressive order, Γd ← nonseasonal differences, Γq ← lagged forecast
errors, [δ f d]← feedback delays, [δhu]← hidden layers/units, α← learning rate, [δt f ]←
training function/solver, αdp ← Learning rate drop period, [δhn]← neurons in each hidden
layer, δtr ← training percentage, δ

′
vd ← validation percentage, St

arc ← structure of
architecture’s parameters.

Output: Performance parameters [Opp]
[δvd, δtr] = Υ(δF)

(δ
′
tr ,δ′vd)

for (i = 1 to M) do
δ

p
ts := Robust-LOWESS( δts, α, βiter)

end
End fori

St
arc ← (δi

f d, δi
t f , δi

hu, δi
dp, δi

hn, α, δi
vd, δi

tr)

for (i = 1 to K) do
for (j = 1 to M) do

[Ki
pp] := F (Si

arc)

end
End forj

end
End fori

[Oi
pp]← calculate MAE using Equation (7)

[O(i+1)
pp ]← calculate RMSE using Equation (8)

[O(i+2)
pp ]← calculate R-value using Equation (9)

All the three models, ARIMA, RNN and LSTM-NN, are then developed using both the raw
and the pre-processed data, resulting in a total of six models. The latter are then compared with the
actual values in the validation step. We use mean absolute error (MAE), root mean squared error
(RMSE) and correlation coefficient value (R-value) as the three performance metrics for comparison.
The R-value determines correlation between actual and predicted values. Its value is between 0 and 1,
where 0 means no correlation while 1 means a perfect match. Considering x to be the actual values, y
representing the predicted values, x̄ representing mean of x, ȳ representing mean of y and n is number
of samples, these metrics are calculated by their standard formulas as given in Equations (7)–(9).

MAE =
∑n

i=1 |xi − yi|
n

(7)

RMSE =

√
∑n

i=1(xi − yi)
2

n
(8)

R =
∑n

i=1(xi − x̄)(yi − ȳ)√
∑n

i=1(xi − x̄)2
√

∑n
i=1(yi − ȳ)2

(9)
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The benchmark model for wheat production forecasting is the ARIMA model [4], denoted as
ARIMA (p,d,q) model, where p,d,q are orders of auto regressive, differencing, and moving average
models respectively. [4] used the ARIMA models with parameters (1,2,2). There are various variants of
RNN in literature [19]; we have selected a nonlinear auto-regressive model (NAR). In ANN there are
no specific steps to achieve the best models; instead there are some guidelines that may be followed,
such as, increasing the number of hidden layers, and using different training functions to tune our
model accuracy [19]. In the development of RNN model having NAR architecture, various tuning
parameters were tested. These parameters are given in Table 1. The results of each configuration were
compared with the actual values and were evaluated on same metrics defined in Equations (7)–(9).
MATLAB software’s ANN toolbox is used for all the simulations.

Table 1. Parameters used for developing RNN forecasting model.

Parameter Range Parameter Range

Feedback delays 1 to 5 No. of neurons in each hidden layer 1 to 40

No. of Hidden layers 1 to 3 Training functions
Bayesian regularization [19],
Levenberg–Marquardt [19]

Similarly, a set of tuning parameters was used to build the forecasting model for LSTM-NN; given
in Table 2. As far as selection of the solver is concerned, Adam Optimizer [24] and SGDM [25] have
shown excellent suitability for LSTM-NN, which have a gradient control property. However, the better
among the two can only be determined for a given dataset, since each of them largely depends upon
size of the dataset, and whether the problem has non-stationary objectives and sparse gradients [26].
The accuracy of each solver may differ depending upon the application.

The results of each configuration were compared with the actual values and were evaluated on
same metrics defined in Equations (7)–(9). MATLAB software’s Deep learning toolbox is used for all
the simulations of LSTM-NN.

Table 2. Parameters used for developing LSTM-NN forecasting model.

Parameter Range Parameter Range

Hidden Units 1 to 2000 Learn drop rate period 1 to 100

Initial learning rate 0.001 to 0.009 Solver
Adam optimizer [24],

stochastic gradient descent with
momentum (SGDM) [25]

4. Results and Discussion

The original time series plot for the wheat production in Pakistan from the year 1902 to 2018 is
shown in Figure 5. After applying the smoothing function, a smooth time series curve is achieved as
shown in Figure 6. The best values of various tuning parameters of RNN and LSTM-NN are given in
Table 3. These parameters values resulted in achieving minimum MAE, minimum RMSE and highest
R-value for each model category. These values were result of rigorous testing of various parameter
values for each model.
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Table 3. Best parameters for RNN and LSTM-NN forecasting models.

RNN RNN
pre-processed

Parameter Value Parameter Value Parameter Value Parameter Value

Feedback delays 2
No. of neurons in
each hidden layer 28,6 Feedback delays 4

No. of neurons in
each hidden layer 28,10

No. of
Hidden layers 2 Training function

Bayesian
regularization

No. of
Hidden layers 2 Training function

Bayesian
regularization

LSTM-NN LSTM-NN
pre-processed

Parameter Value Parameter Value Parameter Value Parameter Value

Hidden units 2000
Learn rate

drop period 120 Hidden units 200
Learn rate

drop period 20

Initial
learning rate 0.009 Solver SGDM

Initial
learning rate 0.0032 Solver SGDM

Figure 5. Historical wheat production of Pakistan from 1902–2018.

Figure 6. Wheat production curve after applying smoothing function.
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All the models are trained using the data from year 1902–2008, whereas, the data from 2009–2018
was used for validation. The comparison between step-ahead forecast using the proposed models
and that by the existing benchmark model [4], for period 2009–2018, are given in Table 4. The results
shows a significant improvement in terms of wheat production forecasting. The error terms MAE
and RMSE, which are widely used to represent the model error, shows that LSTM-NN developed
using pre-processed data is the most accurate model. LSTM-NN model developed on pre-processed
data has the MAE value of 729 thousand tons, which shows an improvement of about 14% against
the existing benchmark model [4]. Similarly, RMSE shows an improvement of 25%. The results of the
six models are also compared in term of R-value: the higher the R-Value the higher is the correlation
between the actual and the predicted values. The regression plots of all six models along with their
R-Values are shown in Figure 7. The dotted line represent the best fit and continuous line is the actual
fit between actual and predicted values. ARIMA model based on pre-processed data, LSTM-NN model
and LSTM-NN model model developed on pre-processed data have the highest R-value of 0.81. This
shows a strong correlation between actual and predicted values. The best results for each model are
summarized in Table 5. Both LSTM-NN models gave accurate results due to better learning capabilities
of LSTM-NN. The results clearly shows that LSTM-NN model developed on pre-processed data gives
best results.

Table 4. The difference between actual and forecast wheat production (in thousand tons) for years
2009–2018 using various models.

Year Actual ARIMA(1,2,2) ARIMA(1,2,2)
Pre-Processed RNN RNN

Pre-Processed LSTM-NN LSTM-NN
Pre-Processed

2009 24,033 1688.6 197.7 430.06 2683.32 1382.40 802.89
2010 23,311 434 −1042.1 4213.38 1405.02 304.46 −400.79
2011 25,214 1941.2 349.8 60.18 2620.00 1824.97 1025.45
2012 23,473 −173.7 −1899.5 −761.99 138.64 −284.71 −1180.16
2013 24,211 194 −1668.6 −382.72 176.09 96.99 −893.75
2014 25,979 1592.2 −407.3 1540.87 1337.55 1521.19 436.38
2015 25,086 329.5 −1806.8 581.68 −47.94 296.87 −880.03
2016 25,633 506.8 −1766.2 1156.40 141.09 525.06 −741.32
2017 26,674 1178.1 −1231.6 2185.48 959.31 1259.67 −92.83
2018 26,300 434.4 −2112 1816.46 465.38 591.66 −843.05

Table 5. Comparison of various forecasting models.

Model RMSE MAE R-Value

ARIMA (1,2,2) [4] 1065 847 0.80
ARIMA (1,2,2) pre-processed 1420 1248 0.81

RNN 1754 1313 0.58
RNN pre-processed 1379 997 0.79

LSTM-NN 1002 808 0.81
LSTM-NN pre-processed 792 729 0.81

The wheat production values using the LSTM-NN model with pre-processed data for future years
are given in Table 6. It is forecasted that in 2028, Pakistan annual wheat production will be about
29,096 thousand tons considering consistent social, environmental and economic conditions.
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Table 6. Ten years ahead wheat production forecasting (in thousand tons) of Pakistan.

Year Wheat Production Forecast

2019 27,103
2020 27,388
2021 27,657
2022 27,908
2023 28,143
2024 28,362
2025 28,566
2026 28,756
2027 28,933
2028 29,096

Figure 7. Regression plot of the forecasting models along with the correlation coefficient.

5. Conclusions

In this work we have proposed to use Robust-LOWESS as a smoothing function in conjunction
with a LSTM-NN model to predict wheat production in Pakistan for years 2019–2028. We demonstrate
that removing the outliers from the original data, prior to performing the actual prediction, helps in
improving the accuracy by a significant amount. We have used MATLAB as the simulation tool, and
RMSE, MAE and correlation coefficient as the comparison metrics. Our study reveals a significant
improvement of in terms of model accuracy in comparison to the existing works. Our study is crucial
since Pakistan’s economy immensely depends upon agriculture, and wheat usually stands out as the
second most important crop.
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