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Abstract: The “Dangshan” pear woolliness response is a physiological disease that mostly occurs in
the pear growth process. The appearance of the disease is not obvious, and it is difficult to detect
with the naked eye. Therefore, finding a way to quickly and nondestructively identify “Dangshan”
pear woolliness disease is of great significance. In this paper, the near-infrared spectral (NIR) data
of “Dangshan” pear samples were collected at 900–1700 nm reflectance spectra using a handheld
miniature NIR spectrometer, and the data were modelled and analysed using random forest (RF),
support vector machine (SVM) and boosting algorithms under the processing of 24 pretreatment
methods. Considering the variations between different pretreatment methods, this work determined
the relative optimality index of different pretreatment methods by evaluating their effects on model
accuracy and Kappa and selected the best-performing first derivative with standard normal variate
and Savitzky–Golay and first derivative with multiplicative scatter correction and Savitzky–Golay as
the best pretreatment methods. With the best pretreatment method, all five models in the three cate-
gories showed good accuracy and stability after parameter debugging, with accuracy and F1 greater
than 0.8 and Kappa floating at approximately 0.7, reflecting the good classification ability of the
models and proving that near-infrared spectroscopy (NIRS) in the rapid identification of “Dangshan”
pear woolliness response disease was feasible. By comparing the performance differences of the
models before and after the pretreatment methods, it was found that the ensemble-learning models
such as RF and boosting were more stringent on pretreatment methods in identifying “Dangshan”
pear woolliness response disease than support vector machines, and the performance of the ensemble
learning models was significantly improved under appropriate pretreatment methods. This experi-
ment provided a relatively stable detection method for “Dangshan” pear woolliness response disease
under nonideal detection conditions by analysing the impact of pretreatment methods and models
on the prediction result.

Keywords: “Dangshan” pear; near-infrared reflectance spectroscopy; pretreatment method;
disease identification

1. Introduction

Pear is a cultivated fruit tree belonging to the Rosaceae family and is the second most
productive fruit crop, having been farmed worldwide for more than five thousand years [1].
As a widely grown and eaten fruit [2,3], there are many different kinds of pears, and there
are significant natural differences between different kinds [4,5], among which the Chinese
“Dangshan” pear is liked by consumers for its bright yellow color, crispness, sweetness,

Agronomy 2023, 13, 1420. https://doi.org/10.3390/agronomy13051420 https://www.mdpi.com/journal/agronomy

https://doi.org/10.3390/agronomy13051420
https://doi.org/10.3390/agronomy13051420
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/agronomy
https://www.mdpi.com
https://orcid.org/0000-0002-0827-2962
https://doi.org/10.3390/agronomy13051420
https://www.mdpi.com/journal/agronomy
https://www.mdpi.com/article/10.3390/agronomy13051420?type=check_update&version=3


Agronomy 2023, 13, 1420 2 of 19

and juiciness. Pear trees are susceptible to various diseases during the growing process,
not only threatening the growth of the pear tree but also affecting the quality of the pear
fruit. Among these diseases, the woolliness response of pear can cause a decrease in the
quality and taste of the fruit, leading to a decline in the reputation of “Dangshan” pear and
causing certain economic losses for fruit farmers. Hence, to reduce the economic losses
caused to fruit farmers by the outbreak of “Dangshan” pear woolliness response disease
(DPWD), it is important to detect infected fruits in a timely manner and take corresponding
preventive measures.

The “Dangshan” pear woolliness response is a physiological disease and is connected
with the deficit of elements such as boron and calcium and water loss during the growth of
pear trees [6,7]. The DPWD generally arises in orchards with late picking, higher average
single fruit (more than 400 g), dry weather before harvest, excessive tree load, excessive use
of nitrogen fertilizer or calcium deficiency. Diseased fruits show a rough appearance on the
surface with thickened skin, dark yellow color, and internal dehydration. The hardness
decreases, the flesh becomes loose, and serious cases result in sponge-like texture.

In the process of identifying DPWD, the traditional manual method has high costs, low
identification accuracy, and a long working period in identification due to the large sample
base and inconspicuous appearance of the disease, which does not meet the requirements
of modern agriculture. Thus, it is vital to discover a fast, low-cost, and high-accuracy
identification approach for the detection of DPWD. In recent years, the application of
near-infrared spectroscopy became increasingly mature in the field of agricultural product
quality testing because of its nonpolluting simple operation and lack of damage to the
sample during the testing process [8–10]. In our team’s research, WenJing Ba and Lianglong
Wang modelled and analysed the nutritional deficiencies in pear leaves and Fusarium head
blight in wheat grains using near-infrared spectroscopy [11–13], accumulating experience
for other team members in modelling and analysing using near-infrared spectroscopy.
Therefore, this paper uses near-infrared spectroscopy to establish an identification model
for DPWD and discusses the feasibility of using near-infrared spectroscopy for the diagnosis
of DPWD.

Near-infrared spectra belong to the multiplicative and principal frequency absorption
spectra of molecular vibrations, which are highly penetrating due to the non-resonant
nature of molecular vibrations, mainly generated when the molecular vibrations jump
from the ground state to higher energy levels. NIR light is mainly the multiplicative and
ensemble frequency absorption of X-H (X = C, N, O) vibrations of hydrogen-containing
groups [14], and different groups have different energy levels. Different groups and the
same group in different physicochemical environments absorb NIR light at significantly
different wavelengths, so NIR spectra can be used as an effective vehicle for obtaining
information. Because the water content of diseased fruit is significantly absent compared to
normal fruit, the woolliness condition of pears can be judged by measuring the absorption
of O-H groups in the spectra.

To make “true” chemical correlations between spectral data and O-H groups, improv-
ing the performance and accuracy of the model, various pretreatment methods were used
in this experiment to correct the data for scattering, baseline variations, peak shifts, noise,
missing values, and other artifacts [15]. Various pretreatment methods affect the data in dif-
ferent ways to different degrees, and pretreatment methods always entail the risk of losing
relevant chemical information or changes linked to the attributes of interest [16–18]. How-
ever, combinations of different pretreatment methods can attenuate or remove the effect of
a single pretreatment method on the spectral information. Therefore, seven pretreatment
methods and their 16 common pretreatment combinations were selected in this paper to
process near-infrared spectra to find pretreatment methods that both attenuate noise and
scattering in the data and retain the maximum amount of spectral information [19].

To improve the classification ability of the model on the problem of identifying DPWD
and to provide a more reliable reference for practical production, this paper improves
the performance of the model through the selection of pretreatment methods and the
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debugging of model parameters. In the second section of this paper, the samples and tools
used in the experiments are introduced, including the pretreatment methods, classification
algorithms, and evaluation metrics of the models. Section 3 then shows the specific process
of the experiment, including the selection of pretreatment and optimization of the model,
and conclusions from the experiment are presented in Section 4.

Team member Yuanfeng Chen achieved excellent results in predicting DPWD by
integrating the near-infrared spectroscopy data and features of corresponding sample
images of “Dangshan” pear [20], based on the near-infrared spectroscopy data and images
of “Dangshan” pear. However, in the process of collecting pear fruit sample photos, stable
light sources and professional shooting equipment are needed, which are difficult to obtain
in actual agricultural production. The purpose of this experiment is to compare different
pretreatment methods and models during the detection process to select a model with
good predictive ability when using near-infrared spectroscopy data for prediction. This is
necessary to enable fast and stable detection of DPWD under restricted usage scenarios.

2. Materials and Methods
2.1. Sample Sources

The tested pear trees in this experiment were “Dangshan” pear trees in Yeji District,
Lu’an City, Anhui Province, with uniform plant growth and robust growth. The city bound-
ary lies between 115◦20′~17◦14′ E and 31◦01′~32◦40′ N, which belongs to the transition
zone from the north subtropical to warm temperate zone, with a spectacular monsoon, four
different seasons, pleasant climate, copious rainfall, and ample light. However, due to the
transition zone from north subtropical to warm temperate zone, the warm and cold air
currents meet frequently, and the monsoon varies in strength between years, with different
advancement and retreat, resulting in variable climate, often threatened by water and
drought disasters, and many factors restricting agricultural production. The “Dangshan”
pear garden area of Youjia Agricultural Development Co., Ltd. contains good soil (yellow
loam; the pH value is approximately 6.8–7.4; clay), which is suitable for the growth of pear
trees. In 2022, the DPWD appeared on the “Dangshan” pear trees in the park. Representa-
tive samples were selected from both the infected and healthy trees, resulting in a total of
240 pears collected from each group in early September. Before conducting the experiment,
we thoroughly cleaned and wiped the surface of each pear, and made numbered backups.
Figure 1 shows the comparison of healthy and diseased samples.

As shown in Figure 1, the profiles of diseased samples and healthy samples were
obviously different. The profile of the diseased sample showed a yellow pattern, low water
content, and poor hardness; therefore, we can judge whether the predicted results of the
model are correct by comparing the profile of the sample with the predicted results of
the model.
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was turned off, and the brightness value (B) on the black board was recorded at this time. 
After calibrating the instrument, the spectral data of the pear fruit surface began to be 
gathered, the light source window of the instrument was placed close to the “Dangshan” 
pear sample, and the reflected light acquired was recorded as the brightness value (R) of 
the pear surface. The spectral reflectance of the sample was estimated according to For-
mula (1), where the luminance value (I) was the original luminance value of the instru-
ment. 𝑅 =  (ூ – ஻)(ௐ – ஻) × 100% (1)

Figure 1. Comparative views of healthy and diseased samples: (a) surface view of a healthy sample;
(b) surface view of a diseased sample; (c) profile view of the healthy sample; (d) profile view of the
diseased sample.

2.2. Experimental Apparatus and Data Acquisition

In this experiment, the instrument used to collect the spectral data was a handheld
miniature NIR spectrometer with the model number “NIR-S-G1” produced by Shenzhen
Green Union Company. The spectral wavelength detection range was 900 nm~1700 nm,
the spectral acquisition points were 228 bands, the spectral resolution was 3.89 nm, and the
signal-to-noise ratio (SNR) was 5000:1, as shown in Figure 2.
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Figure 2. “NIR-S-G1” miniature spectral acquisition apparatus.

Before using the handheld miniature NIR spectrometer, the “Instagram” application
on the phone was connected to the instrument via Bluetooth, and then, sample spectral
data were acquired. Before each measurement, the NIR spectrometer was calibrated using
a black and white board. The instrument was pressed against the calibration white board,
and the emitted light was reflected by the white board and captured and recorded as
the brightness value (W) of the white board. Then, the emitted light source of the instru-
ment was turned off, and the brightness value (B) on the black board was recorded at this
time. After calibrating the instrument, the spectral data of the pear fruit surface began to
be gathered, the light source window of the instrument was placed close to the “Dang-
shan” pear sample, and the reflected light acquired was recorded as the brightness value
(R) of the pear surface. The spectral reflectance of the sample was estimated according to
Formula (1), where the luminance value (I) was the original luminance value of
the instrument.

R=
(I − B)
(W − B)

× 100% (1)

Before collecting the spectral data, an ellipse with a short axis of approximately 3 cm
and a long axis of approximately 5 cm was delineated with a pencil at 120◦ intervals near
the equator of the normal fruit peel surface, and the area within the ellipse was used as
the range for spectral data collection; the two ends and the center part of the central axis
of the area were used as the range for spectral collection. The scanning window at the
front end of the mini handheld spectrometer was placed close to the delineated area, and
each sample area was scanned 5 times. Each data file was named according to the sample
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number. After the spectral data collection was completed, all files were exported, and
the data in each file included wavelength, intensity spectrum, absorbance spectrum, and
reflectance. The average of reflectance spectral data from 5 scans in each area was used as
the original modelling spectral data, and the five-point distribution is shown in Figure 3.
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2.3. Pretreatment Transformations

The main pretreatment transformations of near-infrared spectroscopy include
Savitzky–Golay (SG), first-order derivative (D1), second-order derivative (D2), standard
normal variables (SNV), multiplicative scatter correction (MSC), mean center (CT), and
shifted trend (DT) [18,19,21,22].

SG can remove the edge bands containing a considerable amount of noise from the
spectrum profile by this procedure, improving the signal-to-noise ratio [23], enhancing the
center wavelength point, and maximizing the retention of the peak features of the original
spectral signal. D1 and D2 are able to eliminate the effect of linear baselines but enhance
the noise to some level during processing. SNV and MSC remove the spectral disparities
due to different scattering levels and enhance the spectral and data correlation [24,25].
Both CT and DT diminish the spectral shift. This experiment combined 24 pretreatment
algorithms [26], as indicated in Table 1.

Table 1. Pretreatment methods applied to the near-infrared spectroscopy of “Dangshan” pear.

Pretreatment Method Abbreviations

Reflection spectrum without pretreatment method RS
First derivative D1

Second derivative D2
Standard normal variate SNV

Multiplicative scatter correction MSC
Mean center CT

Dislodge tendency DT
Savitzky–Golay SG

Dislodge tendency with standard normal variate SNV + DT
First derivative with standard normal variate SNV + D1

Second derivative with standard normal variate SNV + D2
First derivative with multiplicative scatter correction MSC + D1

Second derivative with multiplicative scatter correction MSC + D2
First derivative with Savitzky–Golay SG + D1

Second derivative with Savitzky–Golay SG + D2
Standard normal variate with Savitzky–Golay SG + SNV

Multiplicative scatter correction with Savitzky–Golay SG + MSC
Mean center with Savitzky–Golay SG + CT

Dislodge tendency with Savitzky–Golay SG + DT
Dislodge tendency with standard normal variate and Savitzky–Golay SG + SNV + DT

First derivative with standard normal variate and Savitzky–Golay SG + SNV + D1
Second derivative with standard normal variate and Savitzky–Golay SG + SNV + D2

First derivative with multiplicative scatter correction and Savitzky–Golay SG + MSC + D1
Second derivative with multiplicative scatter correction and Savitzky–Golay SG + MSC + D2
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2.4. Ranking Method of Pretreatment Methods

In this paper, the impacts of 24 pretreatment methods on various models, such as
random forest (RF), support vector machines (SVM), and boosting, were studied using
NIR spectra. To select the optimal pretreatment method from the 24 pretreatment methods
for identifying the woolliness response disease model of “Dangshan” pear, the relative
optimality indexes of different pretreatment methods were calculated using Equation (2).
The formula of the relative optimality index is provided in Equation (2).

ROIndexj =
n

∑
i=1

(
RAij + RKij

)
(2)

In Equation (2), ROIndexj is the relative optimality index of pretreatment, and
i and j represent the model type and pretreatment method, respectively. For model i,
the accuracy of i under different pretreatment methods is calculated separately and ranked
in descending order according to the numerical value, and the degree of influence of dif-
ferent pretreatment methods on the accuracy of i is distinguished by the accuracy list of i.
RAij denotes the accuracy of model i ranked in the accuracy list when the pretreatment
method of the model is j. RKij denotes the classification consistency level represented by
the Kappa of model i when the pretreatment method is j. The ROIndexj of pretreatment
method j is obtained by accumulating RAij and RKij under different models. ROIndexj
takes into account the influence of different pretreatment methods on the model accuracy
and classification consistency level and the effect of pretreatment methods on different
models, which ensures the universality of pretreatment methods to some extent. Conse-
quently, this experiment determined the optimal pretreatment method by comparing the
ROIndexj of several pretreatment methods.

2.5. Classification Algorithms

To choose a suitable pretreatment method, three algorithms, RF, SVM, and boosting,
which are more effective under traditional conditions, were chosen to model and analyse
the data in this experiment to study the performance of near-infrared spectroscopy on
DPWD under different pretreatment methods, comparing the ability of different models to
handle DPWD under near-infrared spectroscopy.

Random forest is an ensemble-learning algorithm with a decision tree as the base
learner, adding a layer of randomness to the bagging method. When making predictions,
random forests will vote for the output result of all decision trees, finally selecting the class
with the most votes as the output result of the random forest. This voting mechanism
can reduce the error rate of individual decision trees and improve the accuracy of the
entire model. In random forests, each node is partitioned using the best predictor in
a randomly selected subset of predictors at that node. Its randomness allows random
forests to demonstrate good power in classification problems and strong resilience to
overfitting problems [27].

Support vector machine is a supervised machine learning method based on statistical
learning theory and the structural risk minimization concept [28]. By producing a hyper-
plane, a nonlinear problem is transformed into a linear problem, a separation hyperplane
is created between two points of different classes, and it is converted into a simple and
manageable format [29]. This transformation of the data is achieved using a mathematical
function known as the kernel function and is typically solved by SVM models with different
kernel functions such as radial basis function (rbf), linear, sigmoid, polynomial (poly), etc.
The sigmoid function is quite close to the rbf function [30]. The linear is a particular instance
of rbf and is not necessary in the case of processing with rbf. In terms of accuracy, rbf has
a greater interpolation capability than sigmoid, making the results of rbf more reliable.
Consequently, rbf was chosen as the kernel function of SVM for modelling and analysis of
NIR spectra in this experiment.
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The ensemble model divided the collected data into a training set and a test set
for training and evaluating weak classifiers and ensemble models. Data were used to
train the selected weak classifiers and to construct the ensemble model using different
methods. Ensemble learning methods were roughly categorized into boosting, bagging,
and stacking. The boosting algorithm was an ensemble-learning method that improved
the classification consistency by combining multiple weak classifiers into a single strong
classifier [31]. Adaptive boosting (AdaBoost), gradient boosting decision tree (GBDT), and
Xgboost are examples of boosting algorithms. AdaBoost is characterized by the fact that
the weights of samples incorrectly classified by the previous basic classifier are increased,
while the weights of samples well classified are reduced and used again to train the next
basic classifier. AdaBoost is relatively sensitive to noise and outliers, as it pays more
attention to misclassified samples in each iteration. GBDT produces a weak classifier in
each iteration, and each classifier is trained on the residuals of the previous classifier. GBDT
has a good ability to handle outliers and anomalies, but it cannot adaptively adjust sample
weights. Xgboost performs a second-order Taylor expansion of the loss function in each
learning round and adds a penalty term to prevent overfitting problems throughout the
optimization process. Xgboost trains faster than GBDT, has higher accuracy, and can handle
large-scale datasets.

2.6. Evaluation Metrics

In the evaluation of classification models, confusion matrices are generally used to
evaluate binary classification models, which can be classified into four cases according to
the difference between predicted and true results for a sample: true positive, false positive,
true negative, and false negative, denoted by TP, FP, TN, and FN, respectively. To analyse
the performance of different models more comprehensively and accurately, evaluation
metrics such as accuracy, F1, and Kappa were used in this study to evaluate the performance
of the models on the test set. The methods of calculating the relevant evaluation metrics
are shown in the following equations.

Accuracy =
TP + TN

TP + TN + FN + FP
(3)

F1 =
2TP

2TP + FP + FN
(4)

Kappa =
Pr(a)− Pr(e)

1− Pr(e)
(5)

Pr(a) =
TP + TN

TP + TN + FN + FP
(6)

Pr(e) =

(
(TP+FP)×(TP+FN)

n

)
+

(
(FN+TN)×(TN+FP)

n

)
n

(7)

Accuracy is the most basic evaluation metric when evaluating a model [32]. It eval-
uates the predictive ability of the model in terms of overall effectiveness but may give
overly optimistic estimates due to the model’s dominance in overall classification while
ignoring the prediction level of categories with smaller sample sets [33–36]. F1 is a metric
used in statistics to quantify the accuracy of a dichotomous classification model, which
considers both the accuracy and recall of the classification model. This article considered
the importance of the model’s prediction abilities for different categories of samples and
generated the F1 using the number of samples from different categories as weights. The
kappa coefficient is a metric used to analyse the consistency in statistics and can be used
to determine whether the anticipated and actual classification results of a classification
model are consistent, taking values between (−1, 1). A higher Kappa suggests that the
model achieved stronger classification consistency and fewer samples were misclassified.
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Table 2 demonstrates the level of classification consistency corresponding to Kappa at
different intervals [37].

Table 2. Classification consistency levels corresponding to Kappa.

Numerical Range (Kappa) Classification Consistency Classification Consistency Levels

<0 Totally Inconsistent 7
0.0–0.20 None 6

0.21–0.39 Minimal 5
0.40–0.59 Weak 4
0.60–0.79 Moderate 3
0.80–0.90 Strong 2

Above 0.90 Almost Perfect 1

3. Results and Discussion
3.1. Dataset Statistics

A total of 480 samples of “Dangshan” pears were collected in this experiment, includ-
ing 240 healthy samples and 240 sick samples. The 480 obtained samples were randomly
assigned to the training set and the test set at a ratio of 7:3, of which the number of training
sets was 336 and the number of test sets was 144. The data statistics of the training and test
sets are provided in Table 3 below.

Table 3. Pear sample statistics.

Type Total Number Number of Diseased Number of Healthy

Total number of samples 480 240 240
Training set 336 169 167

Test set 144 71 73

Pretreatment methods are an essential part of modelling analysis employing near-
infrared spectroscopy, and the original spectral data can be purposely altered by different
pretreatment methods. Figure 4 shows the NIR spectral images under 24 pretreatment
methods, with the wavelength (nm) and absorbance (AU) of the spectra selected as the
x-axis and y-axis of the images, respectively. Based on the RS images in Figure 4, it can
be seen that the spectrum profiles of the 480 samples that underwent data collection
by NIR techniques exhibited some resemblance in the overall trend, but they still had
considerable variances. By comparing the spectral images under the original spectra and
the other pretreatment methods, it can be seen that the D1 and D2-processed spectral
images differed more from the original spectra; SG made the spectral curves smoother in
general by removing the noise in the spectra; SNV and MSC had an effect on the range of
values of the samples on different bands after scattering correction; DT created the original
peaks in the spectra, but the original spectra peak became zero; and CT weakened the
characteristic points of the spectrum while reducing the spectral offset.

To more intuitively compare the effects of different pretreatment methods on the
sample data, the results under different pretreatment methods were processed using
principal component analysis (PCA). PCA can reduce the dimensionality of the dataset and
maximize the retention of original information while improving data interpretability [38]
and is widely used in data downscaling and feature extraction [39]. PCA was able to
reduce the number of original sample features to two, and the remaining two features
were used as the horizontal and vertical axes to show the distribution of 480 samples on
a two-dimensional plane. The distribution of samples under different pretreatments is
shown in Figure 5, where H is the healthy sample and K is the diseased sample.
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As shown in Figure 5, the sample point distributions of the healthy and diseased
samples were concentrated, reflecting that the characteristics of the two samples possessed
some similarity, which poses some difficulties for modelling and analysis using NIR anal-
ysis techniques. However, after transforming the original spectral data using different
pretreatment methods, the point distribution of the 480 samples in the two-dimensional
plane significantly changed. From the 24 two-dimensional distribution plots of the samples,
we can see that SNV and MSC had a great similarity in their impact on near-infrared spectra,
and there was a certain degree of substitutability between them. For example: SNV+D1 and
MSC+D1; SG+ SNV and SG+MSC; SG+ SNV+D1 and SG+MSC+D1.
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3.2. Analysis and Comparison of Optimal Pretreatment for “Dangshan” Pear Woolliness Disease
Identification Modelling

To select the optimal pretreatment method, this study compared five kinds of classi-
fication algorithms under 24 kinds of near-infrared spectroscopy pretreatment methods,
for a total of 120 classification models. Figure 6 shows the accuracy of SVM (rbf), RF and
boosting models under 24 different pretreatment methods on the test set.
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According to Figure 6, there were significant differences in the accuracy of the models
under 24 different pretreatment methods. When the pretreatment methods were D2,
SNV+D2, and MSC+D2, the accuracy of all five models was significantly lower than
that of the models under RS. When the pretreatment methods were SG+SNV+D1 and
SG+MSC+D1, the accuracies of the RF, AdaBoost, GBDT, and Xgboost models were all
approximately 0.8, which was significantly improved compared with the accuracies of the
models under RS. Hence, the choice of different pretreatment methods had a very close
influence on the accuracy of the models. According to the performance of the accuracy of the
five models under the 24 pretreatment methods, it can be seen that the degree of influence of
the same pretreatment method on different models varied somewhat, which may improve
the accuracy of some models while decreasing the accuracy of others. Considering the
effects of 24 different pretreatment methods on the performance of different models, it was
crucial to select the optimal pretreatment method for establishing the identification model
of DPWD.

To select the optimal pretreatment method from 24 pretreatment methods, five models,
including SVM, RF, AdaBoost, Xgboost, and GBDT, were experimentally selected to model
and analyse the pretreatment raw spectral data, and the relative optimality index of each
pretreatment method was calculated by Equation (2) based on the accuracy and Kappa of
the five models under different pretreatment methods. By comparing the relative optimality
index of different pretreatment methods, the pretreatment method with the lowest relative
optimality index was selected as the optimal pretreatment method for this experiment. To
evaluate the impact of different pretreatment methods on model performance, we arranged
the performance of the same model under different pretreatment methods in descending
order based on accuracy and calculated the classification consistency level corresponding
to the model’s Kappa value. The results are shown in Table 4, where RA denotes the
ranking of the impact of different pretreatment methods on the model’s accuracy and RK
represents the Kappa-based classification consistency level of the model under different
pretreatment methods.
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Table 4. Accuracy and classification consistency of the model with different pretreatment methods.

Pretreatment
Method

SVM RF AdaBoost GBDT Xgboost

RA RK RA RK RA RK RA RK RA RK

RS 2 5 7 4 12 5 16 5 9 4
D1 6 6 12 5 17 5 13 5 8 4
D2 10 6 14 7 19 6 19 7 15 7

SNV 4 5 6 4 6 4 7 4 2 4
MSC 4 5 3 4 6 4 4 4 4 4
CT 1 5 9 4 7 4 8 4 5 4
DT 8 6 7 4 9 4 7 4 2 4
SG 2 5 8 4 10 4 11 4 7 4

SNV+DT 5 5 5 4 4 4 6 4 2 4
SNV+D1 5 5 11 5 14 5 14 5 10 5
SNV+D2 9 6 16 7 20 7 18 6 14 6
MSC+D1 5 5 13 5 11 5 13 5 10 5
MSC+D2 9 6 15 7 18 6 17 6 13 6
SG+D1 6 6 5 4 3 4 6 4 5 4
SG+D2 7 6 11 5 15 5 12 5 10 5

SG+SNV 4 5 4 4 5 4 3 3 2 4
SG+MSC 4 5 4 4 7 4 9 4 3 4
SG+CT 1 5 5 4 9 4 10 4 6 4
SG+DT 8 6 7 4 8 4 9 4 4 4

SG+SNV+DT 5 5 4 4 4 4 5 4 3 4
SG+SNV+D1 5 5 2 3 2 3 1 3 1 3
SG+SNV+D2 3 5 11 5 16 5 15 5 11 5
SG+MSC+D1 5 5 1 3 1 3 2 3 1 3
SG+MSC+D2 3 5 10 5 13 5 14 5 12 5

According to Equation (2), the RA and RK of the five models under the pretreatment
method were summed to obtain the ROIndex (relative optimality index) of this pretreatment
method. The ROIndex of the 24 pretreatment methods are shown in Figure 7.
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From Figure 7, it can be seen that among the 24 pretreatment methods, D1 and D2 had
serious effects on the original spectral information, and the relative optimality index of
D1, SNV+D1, MSC+D1, D2 and the pretreatment combinations including D2 were larger
than those of RS. The relative optimality indexes of SG, SNV, and MSC were better than
those of RS. Among all pretreatment methods, SG+SNV+D1 and the relative optimality
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index of SG+SNV+D1 and SG+MSC+D1 were the lowest among all pretreatment methods,
28 and 27, respectively, indicating that SG+SNV+D1 and SG+MSC+D1 were the optimal
pretreatment methods for the DPWD identification model after analysing the effects of
different pretreatment methods on the accuracy and Kappa of the five models.

Compared with RS, the performance of the models changed significantly when the
pretreatment methods were SG+SNV+D1 and SG+MSC+D1, in which the accuracy and
Kappa of the RF, AdaBoost, GBDT, and Xgboost models were significantly improved, but
the performance of SVM did not change significantly, as shown in Table 5.

Table 5. Accuracy and Kappa of the model under the optimal pretreatment method.

Pretreatment
Method

RS SG+SNV+D1 SG+MSC+D1

Accuracy Kappa Accuracy Kappa Accuracy Kappa

SVM 0.65 0.29 0.62 0.23 0.62 0.23
RF 0.74 0.47 0.82 0.64 0.83 0.67

AdaBoost 0.69 0.36 0.83 0.67 0.84 0.68
GBDT 0.63 0.25 0.83 0.67 0.83 0.65

Xgboost 0.70 0.40 0.85 0.69 0.85 0.69

3.3. Optimization of the “Dangshan” Pear Woolliness Model on the Best Optimal
Pretreatment Method

In the parameter debugging of SVM, the values of three parameters, such as the kernel
function (Kernel), penalty factor (PT), and gamma, are selected according to the magnitude
of the accuracy of different models, and the values of the three parameters in the model
with the highest accuracy are used as the results of parameter debugging. The kernel
function is a way for SVM models to map the input variables to a high-dimensional feature
space, and the common kernel functions are the linear kernel function (linear), polynomial
kernel function (poly), sigmoid function (sigmoid), and radial basis function (RBF). PT is a
penalty factor of SVM to balance the weight of classification intervals and misclassification
points. The larger the PT is, the higher the cost of misclassification and the less likely the
model will be overfitted. If the PT is too small, the SVM will prefer to select larger intervals,
which may lead to overfitting. Therefore, it is important to choose an appropriate PT value
to balance the complexity and generalization ability of the model. The gamma parameter in
SVM affects the decision boundary. A low gamma will result in a wider decision boundary,
while a high gamma will result in a more complex decision boundary that may overfit
the data.

Both RF and boosting models choose the maximum depth of the decision tree (max_depth)
and the maximum number of iterations of the weak learner (max_NIO) as the debugging
objects. max_depth is the maximum depth of each weak learner, which can limit the
number of nodes in the classification tree. A small value of max_NIO leads to a simpler
structure of the trained model, which cannot make accurate predictions for the samples
in the training and test sets. When max_NIO is too large, the model lacks generalization
ability and cannot effectively predict the untrained samples. In addition to debugging
max_depth and max_NIO, RF will also select the classification criteria for decision tree
nodes and compare the impact of the two criteria for classifying decision tree nodes, gini
and entropy, on the model.

In the parameter debugging process, the parameter ranges and step sizes for different
models are shown in Table 6.
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Table 6. Parameters to be debugged by the model in the parameter debugging process.

Model Parameters Value Range and Step Size

SVM

Kernel rbf, poly, linear, sigmoid
PT (1, 2000, 50)

Gamma
(0.01, 1, 0.01)

(1, 50, 1)
(1, 1500, 50)

RF
Criterion gini, entropy

max_depth (1, 30, 1)
max_NIO (1, 1500, 50)

Xgboost max_depth (1, 30, 1)
max_NIO (1, 1500, 50)

AdaBoost
max_depth (1, 30, 1)
max_NIO (1, 1500, 50)

GBDT
max_depth (1, 30, 1)
max_NIO (1, 1500, 50)

In the process of parameter debugging, the SVM selects rbf, linear, poly, and sigmoid
as kernel functions in turn, and the PT and Gamma of the model are selected under the
selected kernel functions. When other parameters remain unchanged, PT increases from
1 according to the step size within the value range of PT, and the PT with the highest
accuracy is selected according to the model accuracy under different PT conditions. In
the case of determining the values of Kernel and PT, the value of Gamma that makes the
highest accuracy of the model in three ranges is selected, and the values of Kernel, PT, and
Gamma are taken as the results of SVM parameter debugging.

In the parameter debugging of RF, gini and entropy are selected as the classification
criteria of classification tree nodes in turn, and the values of max_depth and max_NIO are
determined under the selected criteria. When the other parameters remain unchanged,
max_depth is increased in steps from 1 in the range of values, and the value of max_depth
is selected as the optimal value of max_depth when RF has the highest accuracy. In the
case of determining the classification criterion and max_depth of the classification tree,
the value of max_NIO that makes the highest accuracy of RF is selected, and the values of
Criterion, max_depth, and max_NIO are taken as the results of parameter debugging of RF.

In the parameter debugging of AdaBoost, GBDT, and Xgboost, the values of max_depth
and max_NIO are selected successively within the range of parameter values while keeping
other parameters unchanged. In the process of determining max_depth, max_depth is
increased in steps from 1 in the range of values, and the value of max_depth that makes
the model most accurate is selected as the optimal value of max_depth. Under the optimal
max_depth, the value of max_NIO that makes the highest accuracy of the model is selected
as the optimal value of max_NIO, and the optimal values of max_depth and max_NIO are
used as the parameter debugging results of boosting models.

The accuracy and Kappa of different models after parameter debugging under the
best pretreatment methods are shown in Table 7.

According to the information in Table 7, the accuracy of different models was signif-
icantly improved after pretreatment and parameter debugging, and the accuracy of five
models, SVM, RF, AdaBoost, GBDT, and Xgboost, was approximately 0.85 after pretreat-
ment and parameter debugging, among which SVM after SG+SNV+D1 processing and
AdaBoost after SG+MSC+D1 processing were the optimal models for this experiment.

To show the prediction ability of the model for different categories of samples more
visually, the confusion matrix was used to further demonstrate the classification of SVM
and AdaBoost, and the confusion matrix of the two models is shown in Figure 8.
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Table 7. Accuracy and Kappa of the model after the selection of parameters.

Pretreatment
Method

SG+SNV+D1 SG+MSC+D1

Parameter Accuracy F1 Kappa Parameter Accuracy F1 Kappa

SVM
Kernel = rbf

0.87 0.87 0.74
Kernel = rbf

0.85 0.85 0.71PT = 701 PT = 701
Gamma = 32 Gamma = 701

RF
Criterion = gini

0.85 0.85 0.69
Criterion = gini

0.85 0.85 0.69max_depth = 12 max_depth = 12
max_NIO = 201 max_NIO = 651

AdaBoost
max_depth = 2

0.85 0.85 0.71
max_depth = 3

0.87 0.87 0.74max_NIO = 251 max_NIO = 101

GBDT
max_depth = 3

0.86 0.86 0.72
max_depth = 3

0.83 0.83 0.65max_NIO = 601 max_NIO = 1451

Xgboost max_depth = 6
0.85 0.85 0.69

max_depth = 6
0.85 0.85 0.71max_NIO = 101 max_NIO = 501
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In Figure 8, SVM and AdaBoost predicted 144 samples, SVM successfully predicted
125 samples, misclassified 11 diseased and 8 healthy samples, and AdaBoost successfully
predicted 125 samples, misclassified 13 diseased and 6 healthy samples. Although there
were some differences in model accuracy between SVM and AdaBoost in predicting dif-
ferent classes of samples, both models showed good predictive ability, demonstrating the
feasibility of using near-infrared analysis technology to identify DPWD.

Based on different usage scenarios, the members of our team used different methods to
establish recognition models for the DPWD. In Yuanfeng Chen’s research, the improvement
of model performance was emphasized by fusing near-infrared spectroscopy and neural
network features based on images by comparing the changes in model accuracy before
and after data fusion. Finally, in all the results, the accuracy of the optimal model after
feature fusion was 0.9722. In Yuanfeng Chen’s research, pretreatment methods were not
used to optimize the spectral data when establishing a model. When only near-infrared
spectroscopy was used for modelling, the accuracy rates were all below 0.62, indicating
poor performance of the models. This article established a classification model for DPWP
using near-infrared technology. It focused on discussing the importance of pretreatment
methods in improving the predictive ability of the model and defined a new measurement
method to evaluate the impact of different pretreatment methods on model performance.
Ultimately, under the optimal pretreatment method, the accuracy of the optimal model in
this study was 0.87.

This article discussed the impact of pretreatment methods and model types on the
predictive power of models, using near-infrared technology to establish a stable identifi-
cation model under restricted conditions. However, the accuracy of the model was still
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far from the research of Yuanfeng Chen. Based on the information in Figure 8, it can be
found that the probability of the model making errors when predicting diseased samples
was higher than the probability of making errors when predicting healthy samples. This
difference may be because the model needs a larger training set to improve its ability to
recognize diseased samples. Therefore, in further improving the model process, attempts
will be made to increase the sample size of the training set to further study the accuracy of
the model. When team member Lianglong Wang used near-infrared technology to predict
the nutrition deficiency of fresh pear leaves, the appropriate feature extraction method had
a positive impact on improving the accuracy of the model. Therefore, it is also possible to
consider introducing feature extraction methods to further improve the performance of
the model.

3.4. The Effect of Parameter Debugging and Pretreatment Methods on the Performance of
Different Models

In this experiment, all five models showed excellent classification ability under the
combined effect of optimal pretreatment and parameter debugging, but the reaction of
different models to pretreatment and parameter debugging varied significantly. To further
understand the effects of pretreatment and parameter debugging on different models,
Figure 9 shows the accuracy and classification consistency levels of different models before
and after parameter debugging. In Figure 9, the different characters have the following
meanings: “RS”, “SSD”, and “SMD” indicate that the model was preprocessed as RS,
SG+SNV+D1, and SG+MSC+D1, respectively; “PD” indicates that the model was parameter
debugged; “Accuracy” and “Kappa” represent the accuracy and classification consistency
of the model, respectively. For example, “SSD_PD_Accuracy” refers to the accuracy of the
model after parameter debugging when the pretreatment method was SG+SNV+D1, and
“SSD_PD_Kappa” refers to the classification consistency level of the model after parameter
debugging when the pretreatment method was SG+SNV+D1.
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mance of RF and boosting. Under the optimal pretreatment, the accuracy of SVM de-
creased to some extent, compared with that before preprocessing, but the accuracy of the 
model after parameter debugging increased from approximately 0.6 to approximately 0.8, 
the classification consistency level increased to level 3, and the performance of the model 
improved significantly. To compare the effects of pretreatment methods and parameter 
debugging on SVM, the parameters of SVM were debugged under three different pre-
treatment methods, RS, SG+SNV+D1, and SG+MSC+D1, and the final results showed that 
the accuracy of the SVM model after parameter debugging under different pretreatment 
methods was significantly improved. Therefore, compared with SVM, ensemble learning 
models such as RF and boosting were more sensitive to pretreatment methods and can 
reflect better model performance with appropriate pretreatment methods, while the per-
formance of SVM was more dependent on the internal parameters of the model lazily, and 
the pretreatment methods had less influence on the performance of SVM. 

The SVM�s sensitivity to pretreatment methods can be indirectly confirmed from the 
information shown in Figure 5. In Figure 5, there was no significant difference in the dis-
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Therefore, during the process of SVM correctly classifying the training dataset and finding 
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Figure 9. Analysis of accuracy and classification consistency with parameter debugging and different
pretreatments.
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According to Figure 9, it can be seen that the SVM and boosting models had signifi-
cantly different requirements for pretreatment methods, and the pretreatment methods had
a more pronounced effect on the RF and boosting models. Under the optimal pretreatment,
the accuracy and classification consistency levels of RF and boosting were significantly
improved, where the accuracy ratios rose from 0.74 (RF), 0.69 (AdaBoost), 0.63 (GBDT), and
0.70 (Xgboost) to between 0.8 and 0.85, respectively, and the classification consistency level
rose from 3 to 5. The classification consistency increased by two levels, and the overall per-
formance of the model was close to that of the parameter-debugged model. Consequently,
the pretreatment method had an important impact on the performance of RF and boosting.
Under the optimal pretreatment, the accuracy of SVM decreased to some extent, compared
with that before preprocessing, but the accuracy of the model after parameter debugging
increased from approximately 0.6 to approximately 0.8, the classification consistency level
increased to level 3, and the performance of the model improved significantly. To compare
the effects of pretreatment methods and parameter debugging on SVM, the parameters
of SVM were debugged under three different pretreatment methods, RS, SG+SNV+D1,
and SG+MSC+D1, and the final results showed that the accuracy of the SVM model after
parameter debugging under different pretreatment methods was significantly improved.
Therefore, compared with SVM, ensemble learning models such as RF and boosting were
more sensitive to pretreatment methods and can reflect better model performance with
appropriate pretreatment methods, while the performance of SVM was more dependent
on the internal parameters of the model lazily, and the pretreatment methods had less
influence on the performance of SVM.

The SVM’s sensitivity to pretreatment methods can be indirectly confirmed from
the information shown in Figure 5. In Figure 5, there was no significant difference in
the distribution of the healthy and diseased samples under different pretreatment meth-
ods. Therefore, during the process of SVM correctly classifying the training dataset and
finding the separation hyperplane with the maximum geometrical margin, the different
pretreatment methods had a minor impact on the results. RF and boosting models were
better-performing classifiers obtained by integrating and selecting weak classifiers. The
quality of data directly affected the effectiveness of the classifier. After appropriate pre-
treatment and transformation, problems such as scattering, baseline variations, peak shifts,
noise, missing values, and other issues in the data were weakened to a certain extent.
These pretreatment methods can further extract the real information contained in the data,
making it more meaningful. Therefore, RF and boosting algorithms require appropriate
pretreatment methods to be better applied in data analysis.

4. Conclusions

In this paper, 24 pretreatment methods were analysed using the original spectral
reflectance dataset and 120 classification models. The results of the study are summarized
as follows:

1. After processing the spectral data with suitable pretreatment methods, SVM and
AdaBoost based on NIR spectra had excellent performance in terms of accuracy, F1,
and Kappa after parameter debugging, which proves the feasibility of near-infrared
spectroscopy in identifying the woolliness response disease of “Dangshan” pear.

2. The influence of different pretreatment methods on the modelling analysis using
near-infrared spectroscopy was different. D2 had a severe influence on the original
spectra, and different models showed lower prediction ability in the identification of
“Dangshan” pear woolliness response disease with D2 or pretreatment methods in-
cluding D2. SG+SNV+D1 and SG+MSC+D1 were the two best pretreatment methods
in this experiment and played an important role in the identification of woolliness
response disease of “Dangshan” pear using near-infrared spectroscopy.

3. Models such as RF, AdaBoost, GBDT, and Xgboost were more stringent for the pre-
treatment methods in identifying the woolliness response disease of “Dangshan”
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pear, and the performance of the models was significantly improved with a suitable
pretreatment method.

This paper demonstrated that near-infrared spectroscopy can accurately and quickly
detect DPWD, providing a new method for the detection of DPWD in agricultural produc-
tion. To further improve the performance of the enhanced prediction model and reduce
the probability of misclassifying the samples, the model will be further improved us-
ing different feature extraction methods to provide a more reliable reference for actual
agricultural production.
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18. Gerretzen, J.; Szymańska, E.; Jansen, J.J.; Bart, J.; van Manen, H.-J.; van den Heuvel, E.R.; Buydens, L.M.C. Simple and Effective
Way for Data Preprocessing Selection Based on Design of Experiments. Anal. Chem. 2015, 87, 12096–12103. [CrossRef]

19. Bian, X.; Wang, K.; Tan, E.; Diwu, P.; Zhang, F.; Guo, Y. A Selective Ensemble Preprocessing Strategy for Near-Infrared Spectral
Quantitative Analysis of Complex Samples. Chemom. Intell. Lab. Syst. 2020, 197, 103916. [CrossRef]

20. Chen, Y.; Liu, L.; Rao, Y.; Zhang, X.; Zhang, W.; Jin, X. Identifying the “Dangshan” Physiological Disease of Pear Woolliness
Response via Feature-Level Fusion of Near-Infrared Spectroscopy and Visual RGB Image. Foods 2023, 12, 1178. [CrossRef]

21. Roger, J.-M.; Biancolillo, A.; Marini, F. Sequential Preprocessing through ORThogonalization (SPORT) and Its Application to near
Infrared Spectroscopy. Chemom. Intell. Lab. Syst. 2020, 199, 103975. [CrossRef]

22. Mishra, P.; Roger, J.M.; Rutledge, D.N.; Woltering, E. SPORT Pre-Processing Can Improve Near-Infrared Quality Prediction
Models for Fresh Fruits and Agro-Materials. Postharvest Biol. Technol. 2020, 168, 111271. [CrossRef]

23. Shi, X.; Yao, L.; Pan, T. Visible and Near-Infrared Spectroscopy with Multi-Parameters Optimization of Savitzky-Golay Smoothing
Applied to Rapid Analysis of Soil Cr Content of Pearl River Delta. GEP 2021, 09, 75–83. [CrossRef]

24. Barnes, R.J.; Dhanoa, M.S.; Lister, S.J. Standard Normal Variate Transformation and De-Trending of Near-Infrared Diffuse
Reflectance Spectra. Appl. Spectrosc. 1989, 43, 772–777. [CrossRef]

25. Isaksson, T.; Næs, T. The Effect of Multiplicative Scatter Correction (MSC) and Linearity Improvement in NIR Spectroscopy. Appl.
Spectrosc. 1988, 42, 1273–1284. [CrossRef]

26. Jin, X.; Li, S.; Zhang, W.; Zhu, J.; Sun, J. Prediction of Soil-Available Potassium Content with Visible Near-Infrared Ray Spectroscopy
of Different Pretreatment Transformations by the Boosting Algorithms. Appl. Sci. 2020, 10, 1520. [CrossRef]

27. Liaw, A.; Wiener, M. Classification and Regression by randomForest. R News 2002, 2, 18–22.
28. Tien Bui, D.; Pradhan, B.; Lofman, O.; Revhaug, I. Landslide Susceptibility Assessment in Vietnam Using Support Vector

Machines, Decision Tree, and Naïve Bayes Models. Math. Probl. Eng. 2012, 2012, 974638. [CrossRef]
29. Jebur, M.N.; Pradhan, B.; Tehrany, M.S. Optimization of Landslide Conditioning Factors Using Very High-Resolution Airborne

Laser Scanning (LiDAR) Data at Catchment Scale. Remote Sens. Environ. 2014, 152, 150–165. [CrossRef]
30. Song, S.; Zhan, Z.; Long, Z.; Zhang, J.; Yao, L. Comparative Study of SVM Methods Combined with Voxel Selection for Object

Category Classification on FMRI Data. PLoS ONE 2011, 6, e17191. [CrossRef]
31. Schapire, R.E. Explaining AdaBoost; Schölkopf, B., Luo, Z., Vovk, V., Eds.; Springer: Berlin/Heidelberg, Germany, 2013; pp. 37–52.
32. Wang, L.; Chu, F.; Xie, W. Accurate Cancer Classification Using Expressions of Very Few Genes. IEEE/ACM Trans. Comput. Biol.

Bioinf. 2007, 4, 40–53. [CrossRef]
33. Sokolova, M.; Japkowicz, N.; Szpakowicz, S. Beyond Accuracy, F-Score and ROC: A Family of Discriminant Measures for

Performance Evaluation. In Advances in Artificial Intelligence; Springer: Berlin/Heidelberg, Germany, 2006. Available online:
https://link.springer.com/chapter/10.1007/11941439_114 (accessed on 16 March 2023).

34. Gu, Q.; Zhu, L.; Cai, Z. Evaluation Measures of the Classification Performance of Imbalanced Data Sets. In Computational
Intelligence and Intelligent Systems. ISICA 2009; Springer: Berlin/Heidelberg, Germany, 2009. Available online: https://link.
springer.com/chapter/10.1007/978-3-642-04962-0_53 (accessed on 16 March 2023).

35. Bekkar, M.; Djemaa, H.; Alitouche, T.A. Evaluation Measures for Models Assessment over Imbalanced Data Sets. J. Inf. Eng. Appl.
2013, 3, 27–38.

36. Akosa, J. Predictive Accuracy: A Misleading Performance Measure for Highly Imbalanced Data. Proc. SAS Glob. Forum 2017, 12, 1–4.
37. McHugh, M.L. Interrater Reliability: The Kappa Statistic. Biochem. Med. 2012, 276–282. [CrossRef]
38. Jolliffe, I.T.; Cadima, J. Principal Component Analysis: A Review and Recent Developments. Phil. Trans. R. Soc. A 2016,

374, 20150202. [CrossRef] [PubMed]
39. Uddin, P.; Mamun, A.; Hossain, A. PCA-Based Feature Reduction for Hyperspectral Remote Sensing Image Classification. IETE

Tech. Rev. 2021, 38, 377–396. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/j.trac.2013.04.015
https://www.semanticscholar.org/paper/The-impact-of-signal-pre-processing-on-the-final-of-Oliveri-Malegori/513c8c6936c5e566f0d2f8c378cddb15f54acf26
https://www.semanticscholar.org/paper/The-impact-of-signal-pre-processing-on-the-final-of-Oliveri-Malegori/513c8c6936c5e566f0d2f8c378cddb15f54acf26
https://doi.org/10.1016/j.aca.2018.10.055
https://www.ncbi.nlm.nih.gov/pubmed/30851858
https://doi.org/10.1021/acs.analchem.5b02832
https://doi.org/10.1016/j.chemolab.2019.103916
https://doi.org/10.3390/foods12061178
https://doi.org/10.1016/j.chemolab.2020.103975
https://doi.org/10.1016/j.postharvbio.2020.111271
https://doi.org/10.4236/gep.2021.93006
https://doi.org/10.1366/0003702894202201
https://doi.org/10.1366/0003702884429869
https://doi.org/10.3390/app10041520
https://doi.org/10.1155/2012/974638
https://doi.org/10.1016/j.rse.2014.05.013
https://doi.org/10.1371/journal.pone.0017191
https://doi.org/10.1109/TCBB.2007.1006
https://link.springer.com/chapter/10.1007/11941439_114
https://link.springer.com/chapter/10.1007/978-3-642-04962-0_53
https://link.springer.com/chapter/10.1007/978-3-642-04962-0_53
https://doi.org/10.11613/BM.2012.031
https://doi.org/10.1098/rsta.2015.0202
https://www.ncbi.nlm.nih.gov/pubmed/26953178
https://doi.org/10.1080/02564602.2020.1740615

	Introduction 
	Materials and Methods 
	Sample Sources 
	Experimental Apparatus and Data Acquisition 
	Pretreatment Transformations 
	Ranking Method of Pretreatment Methods 
	Classification Algorithms 
	Evaluation Metrics 

	Results and Discussion 
	Dataset Statistics 
	Analysis and Comparison of Optimal Pretreatment for “Dangshan” Pear Woolliness Disease Identification Modelling 
	Optimization of the “Dangshan” Pear Woolliness Model on the Best Optimal Pretreatment Method 
	The Effect of Parameter Debugging and Pretreatment Methods on the Performance of Different Models 

	Conclusions 
	References

