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Abstract: Over the past decade, there have been increasing attempts to integrate robotic harvesting
technology into agricultural scenarios to reduce growing labour costs and increase crop yields. In
this paper, we demonstrate a prototype harvesting robot for picking watermelons in greenhouses.
For robotic harvesting, we design a dedicated end-effector for grasping fruits and shearing pedicels,
which mainly consists of a flexible gripper and a cutting device. The improved YOLOv5s–CBAM is
employed to locate the watermelon fruits with 89.8% accuracy on the test dataset, while the K-means
method is used to further refine the segmentation of the watermelon point cloud in the region of
interest. Then, the ellipsoid is fitted with the segmented fruit point cloud to obtain the lowest point
of the ellipsoid as the grasping point. A series of tests conducted in a laboratory simulation scenario
proved that the overall harvesting success rate was 93.3% with a positioning error of 8.7 mm when
the watermelon was unobstructed. The overall harvesting success rate was 85.0% with a positioning
error of 14.6 mm when the watermelon was partially obscured by leaves.

Keywords: agricultural robot; watermelon; end-effector; fruit detection; deep learning

1. Introduction

Watermelon is an important cash crop, occupying an important position in the world’s
fruit production and consumption. World FAO statistics [1] show that the global area
under watermelon cultivation in 2020 was 305 million hectares, and the production was
over 100 million tons. China is the leading watermelon producer and consumer, with
a production of 60.24 million tons in 2020. With the spread of the smart greenhouse
watermelon-growing model in China, total watermelon production and unit yield will
continue to rise. However, watermelon harvesting still relies on manual labour and often
faces labour shortages during the harvesting period [2]. As the population ages, the
number of young workers in agriculture will continue to decrease, and it will become more
difficult to hire workers for watermelon production. Therefore, it is necessary to promote a
transformation of watermelon harvesting from manual to robotic autonomous operation to
cope with the risk of a mismatch between growing watermelon production and decreasing
agricultural labour. Compared to industrial automation scenarios, agricultural operation
scenarios are more complex. The robot not only has to face environmental problems such as
background interference and occlusion [3,4], but the fruit-picking action is also distinctive,
so the development of the vision system and the picking tool for a harvesting robot is a key
factor in determining the potential of the robot [5].

To achieve the goal of automated crop harvesting, harvesting robotics has been actively
developed over the past 40 years since the concept of harvesting robots was first introduced
by Schertz and Brown [6]. Many scholars have conducted a large amount of exploration
and research around the tasks of crop identification [7,8], end-effector design [9], obstacle
localization [10], and motion planning [11] in the automated harvesting process, involving
mainly mushrooms, apples, strawberries, and tomatoes.
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Mushrooms are the most likely crop to be harvested automatically, as the growth
environment will be relatively standardized due to the promotion of the factory farming
model. As early as 2001, Reed et al. [12,13] developed an experimental platform for an
Agaricus bisporus picking robot, including a vision system, a robotic arm, an end-effector,
and a transfer mechanism. When the camera is positioned over the target mushroom
area, the vision system acquires the image and locates the mushroom. The end-effector
of the picking robot performs the grasping operation and places the grasped mushrooms
onto the conveyor. Finally, the trimming device cuts the mushroom stalk and places it
in the storage box. In the actual test, the picking robot attempted to grasp 2975 times
and successfully picked 2427 mushrooms, with a harvesting success rate of 81.6% and an
average of 9 mushrooms per minute. To improve harvesting efficiency, Yang et al. [14,15]
developed a mushroom-harvesting robot consisting of a mobile platform, a harvesting
unit, and a control module. During the harvesting operation, four harvesting units worked
simultaneously to effectively improve the harvesting efficiency, and the average harvesting
time for a single mushroom was only 8.85 s, with a harvesting success rate of 86.8%.

As a widely grown fruit, apples are also one of the main research targets for au-
tonomous crop harvesting. Baeten et al. [16] developed an apple-harvesting robot in which
the entire robot platform is towed by an agricultural tractor and a six-degrees-of-freedom
industrial robot arm is mounted on a hydraulic platform to pick the target apples in view.
The grasping function is mainly realized by a flexible suction cup driven by pneumatic
pressure; a camera is also installed inside the suction cup, which simplifies the robot co-
ordinate system conversion process and improves the positioning accuracy regarding the
apple. However, for obscured apples, the vision system is not only unable to accurately
identify the target location, but also the end-effector is easily affected by obstructions such
as branches and trunks, resulting in harvesting failure. To circumvent obstacles that the
robotic arm may touch during its motion, Kang et al. [17] developed robot vision perception
and a three-dimensional reconstruction algorithm for autonomous apple harvesting. First,
a deep-learning model that includes both detection and segmentation is presented for the
recognition of apples in RGB images. Then, the obstacles in the working environment are
modelled using the octrees method [18]. Finally, the fruits are modelled to locate the fruit
centroids, and the grasping pose of each fruit is calculated based on the Hough transform.
The harvesting success rate for overlapping or partially overlapping apples was increased
from 62% to 81% using this vision algorithm for grasping. In addition, Kang et al. [19] used
a deep learning-based PointNet network to estimate the apple grasping pose instead of the
traditional algorithm, which can further improve the accuracy and stability of the grasping
pose estimation.

Numerous studies have also been carried out for other crops. Adrian et al. [20]
developed an asparagus-harvesting robot that is capable of travelling along a dam at a speed
of 0.2 m/s, using a vision system based on 3D point cloud clustering to detect the location
and size of asparagus stems, and an end-effector designed to clamp the entire asparagus and
cut the roots, with an overall harvesting success rate of 90%. Williams et al. [21] designed
a kiwifruit-harvesting robot equipped with four robotic arms and proposed a dynamic
scheduling system capable of driving multiple robotic arms to work in concert, resulting in
a more efficient picking operation with an overall harvesting success rate of 51% and an
average harvesting cycle time of 5.5 s. In summary, there have been many studies focusing
on the autonomous harvesting of mushrooms, strawberries, asparagus, kiwis, and many
other crops [22–24], but until now few scholars have conducted studies on the automated
harvesting of watermelons [25,26]. Especially for end-effector design, most research is now
focused on the development of end-effectors for small and light crops [27–30], with less
currently being conducted for the watermelon. This study aims to develop a vision system
for watermelon grasping point positioning and a dedicated end-effector based on small
watermelons. After reviewing the progress of harvesting robot research, we introduce the
operation environment and the fruit parameters. We also show our watermelon-harvesting
robot prototype and develop the watermelon identification algorithm and the grasping
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point positioning method in Section 2. In Section 3, we perform algorithm validation and
testing of the prototype in a laboratory simulation scenario. Finally, we conclude this paper
in Section 4.

2. Materials and Methods
2.1. Greenhouse Environment and Fruit Parameters

In this paper, the subject of study is the watermelon grown in the greenhouse in
an elevated soilless culture. A series of parameters were collected in advance for the
greenhouse scenario and the watermelon fruit body for better design and development
of the watermelon-harvesting robot. As shown in Figure 1, the target watermelons are
planted on both sides of the corridor with a distance of 1.5 m between two rows of plants.
Horticultural workers control the height of watermelon growth, ranging from 1.5 m to
2.5 m from the ground. For picking watermelons that grow too high, workers pick them
aboard lifting platforms that travel on the standard greenhouse orbits.
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(b) elevated soilless watermelons.

Before designing the robot’s end-effector, each physical parameter of the grasped object
(the watermelon) needed to be fully investigated. We randomly sampled L600 watermelons
grown on an agricultural site in Daxing District, Beijing, and 8424 watermelons grown on
an agricultural site in Kunshan City, Jiangsu Province. First, the pedicel diameter, pedicel
length, fruit width, and fruit length of each watermelon were measured using a vernier
calliper. Then, we weighed each watermelon with an electronic scale.

We selected 30 watermelons of the L600 and 8424 varieties for parameter collection,
as shown in Table 1. The average parameters of the L600 watermelon obtained from the
measurements are as follows: a pedicel diameter of 5.5 mm, a pedicel length of 98 mm, a
fruit width of 150 mm, a fruit length of 186 mm, and a fruit weight of 1.89 kg. Also, the
measured average parameters of 8424 watermelons are close to those of L600 watermelons.
Calculation of the watermelon fruit aspect ratio shows that the 8424 watermelon is closer
to a sphere, while the L600 watermelon is an ellipsoid. Thus, we need to design a hand
gripper that can hold different shapes of watermelon. Furthermore, the fruit pedicels of
both watermelons are close in length, which provides a dimensional basis for the design of
our cutting device.

2.2. System Design and Operation

The autonomous harvesting robot was developed to harvest watermelons in the green-
house. As shown in Figure 2, the watermelon-harvesting robot we developed comprises an



Agronomy 2022, 12, 2836 4 of 17

industrial computer for overall control, a robotic mobile platform capable of moving on the
orbits, an RGB-D camera providing sensing and positioning functions, a robotic arm used
to perform picking tasks, and an end-effector able to hold the watermelon fruit and shear
the pedicel. The industrial computer needs not only to control the rest of the harvesting
robot but also to be able to process and analyze images in real time, so it is equipped with a
high-performance graphics processing unit (Nvidia GTX-1060). To automate its movement
in the greenhouse, the selected mobile platform can move on smooth ground and the
specified orbit, which is enabled with radio frequency identification (RFID) and navigation
line identification for autonomous navigation and automatic orbit transformation. The
RGB-D camera is an Intel RealSense D435i, which is capable of obtaining colour images
and aligned-depth images. The robotic arm (AUBO i5) has six degrees of freedom (DOF)
and can be used for motion planning or position and pose control via the API interface
or ROS. In addition, we developed a special end-effector for watermelon picking, which
communicates with the host computer through an Arduino microcontroller.

Table 1. Physical parameters of L600 and 8424 watermelons.

Fruit
Variety

Pedicel Diameter
(mm)

Pedicel
Length (mm)

Fruit Width
(mm)

Fruit Length
(mm)

Fruit Weight
(kg)

L600 5.5 98 150 186 1.89
8424 5.6 99 153 167 1.97
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Figure 2. Schematic of the proposed watermelon-harvesting robot.

Based on the constructed harvesting robot platform, we designed the system operation
flow of the watermelon-harvesting robot. The entire operation process of the harvesting
robot is divided into three modules, corresponding to three working phases, as shown in
Figure 3. In the first phase (the inspection phase), the watermelon-harvesting robot travels
in the middle of the corridor to identify watermelon targets in the images captured by
the camera. After detecting a pickable watermelon within the working area, the mobile
platform stops moving forward. In this case, the watermelon-harvesting robot enters the
second working phase.

In the positioning phase, the watermelon-harvesting robot needs to calculate the
grasping point of the end-effector for harvesting the pickable watermelon fruit. Firstly,
because of the signal delay and inertial motion between the issuance of the stop and the
actual stop, the camera needs to reacquire the colour image and point-cloud information of
the current position. After that, the watermelon target in the image is re-identified using
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the object detector. Then, the watermelon grasping point localization method is used to
further determine the grasping point of the end-effector. In the last phase (the execution
phase), the robot arm performs picking operations on each pickable watermelon. Because
the Arduino communicates with the robot arm through the IO port, the host computer
controls the IO port of the robot arm to indirectly drive the end-effector to execute the
grasping and shearing action. Finally, after the robotic arm performs the current picking
task, the watermelon-harvesting robot re-enters the inspection phase to continue its work.
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2.3. Design of the Watermelon Picking End-Effector

In the whole harvesting robot system, the vision system and the end-effector are
complementary and directly affect the harvesting success of the robot. Because the shapes,
dimensions, and growing environments of different varieties of crop fruits vary tremen-
dously in agricultural scenarios, each end-effector designed for a specific fruit is not
universal [28,31]. Therefore, as the only component that comes into physical contact with
the fruit target, the design of the end-effector is very important.

Based on the investigated fruit parameters of L600 and 8424 watermelons, we de-
signed the end-effector for watermelon harvesting using the SolidWorks software (Dassault
Systems SolidWorks Corporation, Concord, MA, USA). After several version iterations, the
design parameters of each component were optimized, and the final structure was simu-
lated and fabricated, as shown in Figure 4. The custom end-effector is mainly composed of
four flexible fingers, a Stepper Motor (42HB62F2SG-03, BOHONG, Shijiazhuang, China), a
connecting slider, a connecting bracket, a flange, an RGB-D camera (RealSense D435i, Intel,
Santa Clara, CA, USA), a cutting blade, a Servo (RDS3115, Dsservo, Dongguan, China), and
a DC motor (XD-WS37GB3525, XIN DA, Shenzhen, China) (see Figure 4a).

The dimensions of the flexible fingers were designed based on the length, width,
and weight of the watermelon fruit. To make the designed fingers fit the surface of the
watermelon, the final optimized finger has a dimension of 190 mm in height, 20 mm in
thickness, and 55 mm in maximum width, while the flexible fingers are made of thermoplas-
tic polyurethanes (TPU) material to ensure the stability of clamping and a low fruit damage
rate, as shown in Figure 4b. The installation position of the cutting blade is determined
based on a combination of the fruit length, the pedicel length, and the opening angle of the
four flexible fingers. After several actual tests, we determined that the vertical distance of
the cutting blade from the top of the watermelon is 50–70 mm when the cutting blade is
290 mm away from the connecting slider.
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Figure 4. Structure diagram of the developed end-effector for autonomous harvesting of watermelon:
(a) the three-dimensional structure schematic; (b) the end-effector prototype.

As shown in Figure 5, the end-effector performs the actual operational action on the
watermelon. Firstly, the rotary motion of the stepper motor is converted into linear motion
by using the screw–nut sub, which enables the connecting slider to move up and down.
The flexible finger is linked to the connecting slider by a hinge, thus providing the opening
and closing action of the four fingers (see Figure 5a,b). After the flexible fingers clamp the
watermelon, the end-effector drags the fruit under the drive of the robotic arm to prevent
the cutting blade from shearing the main stem. Then, the cutting blade starts to rotate at a
high speed, driven by a DC motor. Finally, the cutting device is driven by a servo motor
and swings to the shearing point to cut the pedicel, as can be seen in Figure 5d.
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2.4. Watermelon Detection and Localization
2.4.1. Construction of the Object Detector

In the inspection phase, the watermelon-harvesting robot needs to move in the corridor
between two rows of crops while the RGB-D camera acquires images and uploads them
to the host computer for processing, with the whole image processing speed being higher
than 25 FPS. However, in agricultural scenarios, the hardware conditions of the harvesting
robot are limited by power consumption, robot volume, and heat dissipation, and the
performance of the industrial computer does not meet the requirements for fast image
processing. Large image processing delays can lead to longer stopping distances or missed
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pickable fruits for the mobile platform. The abovementioned problem can be solved by
reducing the robot’s movement speed, but this greatly affects the overall efficiency of the
robot. Therefore, it is necessary for the vision system to be able to recognize a single image
in less than 40 ms.

To perform image processing using traditional machine learning methods, the re-
searchers need to first analyze the image information and then manually select the appro-
priate features [32–34]. Compared with traditional manual feature extraction methods, the
image processing method based on deep learning has better recognition capability and
adaptability and has been widely used in agricultural scenarios in recent years [35–38].
As one of the latest masterpieces of single-stage object-detection algorithms, YOLOv5
(https://github.com/ultralytics/yolov5, accessed on 12 October 2021) has a range of mod-
els suitable for scenarios such as industry and agriculture, including N/S/M/L/X. Its
architecture controls the network depths and number of intermediate layer channels by
setting different depth factors and width factors. Considering its excellent detection per-
formance and code readability, we chose YOLOv5 as the benchmark for code porting and
improvement.

As shown in Figure 6, YOLOv5 consists of three primary components: the backbone
network, the neck network, and the detection head. Its basic structure includes the Focus
module, the CBS module, the SPP module, and the C3 module; the Focus module is used
to subsample the input image without information loss to achieve faster computation, and
the SPP module serves to address the problem of inconsistent input image size through
multiple receptive field fusion. The backbone network is composed mainly of the CBS
module and the C3 module stacked in series to extract feature information from images. The
neck network is designed using a strategy of fusing a feature pyramid network (FPN) and
pixel aggregation network (PAN) to increase feature reuse and better exploit the extracted
features. Finally, the detection head performs a prediction with these extracted image
features and outputs the location and category information of the object.

YOLOv5s has a simple structure and fast inference, which can meet the requirements
of real-time detection. However, the detection accuracy of YOLOv5s decreases when the
watermelon is obscured by leaves. To solve the problem of insufficient accuracy due to the
complex background of the field environment, this paper proposes an improved YOLOv5s
by adding the CBAM attention mechanism module [39] at key positions of the backbone
network, as shown in Figure 7. In the backbone network, the output results of the last three
C3 modules are fed into the neck network, and we replace the original C3 module with
the CBAM-C3 module. As shown in Figure 7, after performing multiple convolutions, the
CBAM attention mechanism module is added to weigh the feature maps in the channel
and spatial dimensions. In addition, the computational cost associated with CBAM can be
ignored, given that it is a lightweight module.

2.4.2. Watermelon Grasping Point Localization Method

After YOLOv5 outputs the 2D coordinates of the watermelon in the image coordinate
system, the watermelon-harvesting robot is still unable to directly localize the grasping
point. Combined with the design of the end-effector, the harvesting robot needs to adopt
the lowest point of the watermelon as the grasping point. If the grasping point is confirmed
directly in the 2D image, the point-cloud information of this grasping point is largely
unreliable because the grasping point is at the location of the depth’s abrupt change.
Therefore, we designed a simple method to fit the watermelon point of the fitted ellipsoid
as the picking point, as shown in Figure 8. Firstly, the point-cloud information is cropped
to obtain the corresponding point cloud inside the rectangular box (see Figure 8a,b). Then,
outlier points in the z-axis direction (as shown in Figure 8c) are filtered out using a guide
filter. In addition, the watermelon point cloud in the foreground is then clustered using
the K-means algorithm to reduce the effect of leaf occlusion (see Figure 8d). Finally, the
ellipsoid is fitted to the watermelon point cloud to obtain the lowest point of the ellipsoid,
as shown in Figure 8e.

https://github.com/ultralytics/yolov5
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3. Experiments and Results
3.1. Hand-Eye Calibration

After obtaining the spatial position and pose of the target in the camera coordinate
system, the position-based vision servo system needs to establish the spatial relationship
between the camera and the robotic arm. Then, the pose of the target relative to the base
coordinate system of the robotic arm can be deduced after completing hand–eye matrix
calibration. As shown in Figure 9, the watermelon-harvesting robot developed in this paper
uses the Tsai–Lenz hand–eye calibration method for hand–eye matrix solving [40]. Because
the RGB-D camera is mounted on the end joint of the robotic arm, the relative positions of
the robotic arm base and the calibration board are sure to be constant, and then the robotic
arm is moved to shoot the calibration board. As shown in Figure 10, the robotic arm is
controlled to shoot the calibration board several times at different viewpoints. We develop
a hand–eye calibration script (https://github.com/JCRONG96/-Hand-Eye-with-opencv,
accessed on 29 September 2022) based on the OpenCV library in this paper. First, the inner
corner points of the chessboard are directly localized using the findChessboardCorners
function. Then, the PnP method is used to solve the external parameter matrix of the camera,
and the internal parameters of the camera (focal length, optical centre, scale factor, and
aberration factor) are obtained by the calibrateCamera function. Finally, the transformation
matrix from the end to the base coordinate system and the external parameters of the
calibrated camera are passed to the calibrateHandEye function as input parameters to
obtain the hand–eye matrix.
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Because the accuracy of the hand–eye calibration is one of the keys to determining
the precise positioning of the robot vision servo system, it is required to measure the
positioning error of the calibrated vision servo system. In this paper, we tested the arrival
spatial position of the end tool and the actual spatial position of the target point (the
position reached by manually dragging the robotic arm) and calculated the Euclidean
distance between the two positions as the positioning error, where the positioning accuracy
of the robotic arm itself is ±0.02 mm. In the test experiment, we first printed a chessboard
on paper. The chessboard was then photographed by a camera mounted on a robotic
arm, and 40 of the inner corner points were found, after which the end tool of the robotic
arm touched these inner corner points in turn. The position touched by the robotic arm
is the position converted by the hand–eye matrix, which deviates from the real corner
point position. Therefore, we also need to manually move the end tool to the corner point
position to record the current spatial position. We performed five hand–eye calibrations and
conducted accuracy tests, and the accuracy test results are shown in Figure 11. To perform
hand–eye calibration, images and corresponding robotic arm positions were acquired from
20 different viewpoints for hand–eye calibration each time. For precision measurement,

https://github.com/JCRONG96/-Hand-Eye-with-opencv
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we controlled the distance between the camera and the target point to be about 500 mm.
The average positioning errors from the five hand–eye calibrations (Serial A, B, C, D and
E in Figure 11) were 3.88 mm, 3.84 mm, 3.94 mm, 4.12 mm, and 3.67 mm. The error of
the vision servo system of the developed watermelon-harvesting robot can be controlled
within 4.41 mm when the vertical distance from the target is less than 500 mm.
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3.2. Evaluation of the Detection and Localization Method
3.2.1. Image Acquisition and Dataset Creation

The watermelon dataset was collected from May 2020 to July 2020 on an agricultural
site in Daxing District, Beijing, and an agricultural site in Kunshan City, Jiangsu Province.
The camera used for image acquisition was the RealSense D435i from Intel, and the camera
resolution was set to 1280 × 720. Watermelon images were acquired under different
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weather conditions to make the vision algorithm have a strong generalization capability in
unstructured environments, and a total of 1026 images were acquired. As this watermelon-
harvesting robot has no auxiliary lighting added, no image acquisition at night was carried
out. Finally, we manually processed all the images using the annotation software ‘Labelme’,
marking all the foreground watermelons with a rectangular box (see Figure 12).
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3.2.2. Model Training and Testing

As the watermelon-harvesting robot moves through a corridor, the vision system needs
to detect pickable watermelons in the image vision field in real time, and the accuracy
and speed of the object-detection algorithms are critical in the practical application of the
harvesting robot. Therefore, several mainstream object-detection algorithms (YOLOv5s,
our improved YOLOv5s–CBAM, YOLOv4 [41], and SSD [42]) were compared using the
watermelon dataset to find an object detector with the best balance of speed and accuracy.

The device used in this experiment is a laptop computer with an Intel Core i7-10870H
CPU and an NVIDIA GeForce RTX 2070 GPU. All object-detection algorithms were trained
for 1500 epochs. The labelled 1026 images were divided into the training set, the validation
set, and the test set at a ratio of 7:2:1. The initial learning rate and minimum learning rate
of the optimizer were set to 0.01 and 0.002, respectively.

In this experiment, four principal metrics (speed, precision, recall, and mAP) were
utilized to evaluate these object-detection algorithms. The speed indicates the time con-
sumed to infer an image. The precision represents the ratio of the correct detection results
to the total detection results, and recall is defined as the proportion of the correct detection
results in all ground truth results, as shown in Equations (1) and (2). Furthermore, the mean
average precision (mAP) was introduced to better reflect the overall detection performance
of the models. The AP in Equation (3) is defined as the area under the precision–recall
curve, and the mAP in Equation (4) is the average value of each category (c) of AP.

precision =
TP

TP + FP
(1)

recall =
TP

TP + FN
(2)

AP =
∫ 1

0
p · r · dr (3)

mAP =
1
c

c

∑
i=1

APi (4)

After the models were trained, the performance of each model was evaluated on the
watermelon test dataset, and the speed, precision, recall, and mAP were calculated. As
shown in Table 2, compared to YOLOv4 and SSD, YOLOv5s achieved a substantial advance
in speed, inferring an image in less than 9 ms. In terms of recall, YOLOv4 performed the
best, surpassing the other three methods. The accuracy of the improved YOLOv5s–CBAM
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was 89.8%, which was 2.4%, 0.6%, and 3.0% higher than YOLOv5s, YOLOv4, and SSD,
respectively. As shown in Figure 13, all the object-detection algorithms could accurately
detect all foreground watermelons. However, YOLOv5s, YOLOv4, and SSD misidentified
the background watermelons to different degrees, which reduced the detection accuracy
of the model. Finally, YOLOv5s–CBAM also achieved the highest score on mAP, a metric
that takes into account both accuracy and recall. It is experimentally demonstrated that the
CBAM attention mechanism can effectively improve the detection accuracy of the model
on the watermelon dataset with a small increase in model computation. Therefore, we use
the improved YOLOv5s–CBAM for watermelon identification and localization.

Table 2. Performance of detectors on the watermelon test dataset.

Model Size (Pixels) Speed (ms) Recall Precision mAP

YOLOv5s 640 8.6 94.6 87.4 94.1
YOLOv5s–CBAM 640 8.9 94.9 89.8 96.3

YOLOv4 416 40.9 95.1 89.2 95.6
SSD 512 27.5 93.0 86.8 92.2
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3.3. Evaluation of the Watermelon-Harvesting Robot Prototype

The automatic harvesting experiments were conducted using a prototype watermelon-
harvesting robot, and the machine construction and the motion control of the prototype
are shown in Figures 3 and 4. We set up a highly reversible simulation environment in
the laboratory and performed the end-effector clamping performance verification and the
whole-machine performance evaluation of the watermelon-harvesting robot, as shown in
Figure 14.

3.3.1. End-Effector Clamping Performance Verification

We randomly purchased 60 mature L600 and 8424 varieties of small watermelons
(30 of each variety) from a market for individual testing of the clamping performance
of the end-effector. In this testing process, we did not consider picking failure caused
by the positioning error of the vision system, so the end-effector needed to be manually
moved to the bottom of the watermelon. Then, the watermelon-harvesting robot entered
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the execution phase of the workflow to execute the grasping and separating action on the
watermelon, as shown in Figure 4. The main indicators to assess the performance of the
end-effector are the successful clamping rate, the maximum shearing time, and the average
shearing time.
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The results of the individual tests on the end-effector are shown in Table 3. For the
two different varieties of watermelon, the end-effector successfully clamped 28 and 29
watermelons (the successful clamping rate reached 95%), respectively, indicating that
the flexible finger design was able to effectively clamp watermelons. The other three
watermelons failed to be clamped because the watermelons were too wide, exceeding
the average width of the fruit by 30 mm. After the end-effector successfully clamped a
watermelon, the cutting device started to shear the pedicel of the fruit, and the average
shearing times for cutting the stalks of the two watermelon varieties were 5.0 s and 5.2 s,
and the maximum shearing times were 5.5 s and 5.9 s, respectively. The experiment proved
that a shearing time setting of 6 s can ensure the pedicel of the watermelon fruit is effectively
cut off.

Table 3. End-effector experiment results.

Varieties Number of
Experiments

Successful
Clamping

Maximum
Shearing Time (s)

Average Shearing
Time (s)

L600 30 28 5.5 5.0
8424 30 29 5.9 5.2
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3.3.2. Evaluation of Automatic Harvesting

To validate the overall performance of the watermelon-harvesting robot, we developed
a watermelon-harvesting robot system that integrates mobile platform control, vision
recognition algorithms, and robotic arm motion planning, thus automating the inspection
phase, the positioning phase, and the execution phase (Video S1). The whole-machine
test experiment was conducted in the laboratory of the College of Engineering of China
Agricultural University. Two experiments were conducted to better reproduce a real
greenhouse scenario, one of which was to set up local shading on the surfaces of the
watermelons. In these experiments, we manually recorded the average positioning error,
the number of fruits successfully clamped, and the number of fruits successfully sheared by
the watermelon-harvesting robot. In each operation process, the robot recorded the three-
dimensional coordinates of each grasping point. After first arriving at the 3D coordinates
of the grasping point, the robotic arm stopped moving, and we manually fine-tuned the 3D
position of the end-effector.And we recorded the two position coordinates before and after
adjustment. The Euclidean distance between two positions is the positioning error of the
watermelon-harvesting robot. Finally, the robot arm returned to the initial position and
performed the complete operation process using the recorded original grasping point.

The results of the experiments for automatic harvesting in the simulation scenario are
shown in Table 4. In the first set of tests, we did not apply any shading to the surfaces of
the watermelons. Considering errors of hand–eye calibration, the average value of the fruit
positioning error of the watermelon-harvesting robot was 8.7 mm. In addition, 56 fruits
were successfully clamped and sheared in a total of 60 tests. In the second set of tests, we
arranged leaves on the surfaces of the watermelons and set the watermelons to be partially
obscured. Compared with the clustered fruit point-cloud information in the unobstructed
case, the clustered point clouds in the obscured case still had some of the leaf point clouds,
which were misclassified as fruit point clouds. As a result, the average localization error
of the vision system for an obscured watermelon increased to 14.6 mm, which also led to
a decrease in the clamping success rate of the harvesting robot from 93.3% to 85.0%. The
success rate of the cutting device was 100% after the watermelon fruit was successfully
grasped by the flexible fingers.

Table 4. The results of the experiments for automatic harvesting.

Number of
Experiments

Partial
Obstruction

Average
Positioning Error

Successful
Clamping

Successful
Shearing

60 × 8.7 56 56
60 3 14.6 51 51

3.4. Discussion

The development and experimental study of a prototype watermelon-harvesting robot
provide valuable insights into the automated harvesting of watermelons in greenhouses,
especially in the development of the vision system and the design of the end-effector.

In the problem of watermelon object-detection and localization, the complex back-
ground is an important factor affecting the accuracy of the object-detection algorithm. The
lack of spatial information perception makes it difficult for the target detection algorithm
to correctly distinguish between the front and back rows of watermelons using only colour
images, and the utilization of an attention mechanism can alleviate these conditions, but it
cannot solve the root cause. Therefore, the object-detection algorithm can be improved by
multimodal fusion to obtain both colour information and location information by fusing
colour and depth images as the model input [43].

For the problem of locating the grasping points, the K-means clustering method takes
a large amount of time and tends to misclassify the leaf point cloud covering the fruit
surface into the fruit point cloud. Incorrect point cloud classification introduces noise to
the fruit point cloud, which increases the error of the ellipsoidal fit. We are now trying to
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solve this problem; after the object detector detects the watermelon target, we segment the
cropped ROI image pixel by pixel using a semantic segmentation algorithm, and it is fast.

Finally, the end-effector we designed works on small watermelons (see Table 1), which
is difficult to clamp larger watermelons. Also, the cutting knife tends to cut the vines
when the front of the watermelon is obscured by the vines. Therefore, the design of the
end-effector should be more dexterous, and some safety considerations must be made. For
example, the end-effector of the strawberry harvesting robot designed by Xiong et al. [44]
has a cutting device located inside the end-effector. The knife inside the finger rotates
quickly to cut the pedicel only when the strawberry fruit falls inside the finger. In addition,
our cutting device drives the rotating blade to cut the pedicel by unprotected oscillation,
which could potentially damage other vines. Furthermore, we need more field experiments
to discover the flaws of our designed watermelon-harvesting robot and to optimize it. All
of the above issues will be the focus of future work and are listed as potential research
directions for us.

4. Conclusions

This paper presents a fully integrated robot for the automatic harvesting of watermelon
fruits, consisting of hardware components, robot control, and a vision system. The vision
system of the harvesting robot includes watermelon object recognition and grasping point
localization. First, we proposed an improved YOLOv5 object-detection algorithm for
recognizing watermelon targets in greenhouse scenarios with 89.8% accuracy on a test
dataset. Then, we adopted the K-means algorithm to cluster the point clouds in the region
of interest to obtain the watermelon point cloud for fitting the ellipsoid. In addition,
we designed an end-effector for harvesting watermelons, which includes two parts: the
clamping mechanism and the cutting mechanism. To evaluate the performance of the
end-effector and the vision system, we built a prototype watermelon-harvesting robot and
conducted a series of tests in a laboratory simulation environment. The overall harvesting
success rate was 93.3% with a positioning error of 8.7 mm in the unobstructed condition of
watermelon. Under the condition of the watermelon being partially obscured by the leaves,
the overall harvesting success rate was 85.0%, and the positioning error was 14.6 mm. The
purpose of this study was to explore the potential of robotic watermelon harvesting, design
a dedicated end-effector, and propose a grasping point positioning method that provides
a possibility and a reference base for future research on watermelon-harvesting robots.
The design of the end-effector and the development of the overall vision system provide a
research basis and reference for the future advancement of watermelon-harvesting robots.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/agronomy12112836/s1, Video S1: watermelon-harvesting robot tested in a
laboratory simulation scenario.
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