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Abstract: In this paper, we propose an original deep learning framework for the automated counting
and geolocation of palm trees from aerial images using convolutional neural networks. For this
purpose, we collected aerial images from two different regions in Saudi Arabia, using two DJI
drones, and we built a dataset of around 11,000 instances of palm trees. Then, we applied several
recent convolutional neural network models (Faster R-CNN, YOLOv3, YOLOv4, and EfficientDet)
to detect palms and other trees, and we conducted a complete comparative evaluation in terms
of average precision and inference speed. YOLOv4 and EfficientDet-D5 yielded the best trade-off
between accuracy and speed (up to 99% mean average precision and 7.4 FPS). Furthermore, using the
geotagged metadata of aerial images, we used photogrammetry concepts and distance corrections to
automatically detect the geographical location of detected palm trees. This geolocation technique
was tested on two different types of drones (DJI Mavic Pro and Phantom 4 pro) and was assessed to
provide an average geolocation accuracy that attains 1.6 m. This GPS tagging allows us to uniquely
identify palm trees and count their number from a series of drone images, while correctly dealing
with the issue of image overlapping. Moreover, this innovative combination between deep learning
object detection and geolocalization can be generalized to any other objects in UAV images.

Keywords: unmanned aerial vehicles; convolutional neural networks; Faster R-CNN; You Only Look
Once (YOLO)

1. Introduction

Tree counting and monitoring from aerial images is a challenging problem with
many applications such as forest inventory [1], crop estimation [2], irrigation policies [3],
and farm management [4]. It enables farmers and decision makers to conduct real-time
monitoring, improve productivity, and participate in ensuring sustainable production
and food security. Nevertheless, counting the number of trees in large farms has been a
challenging problem for agriculture authorities due to the massive number of trees and
the inefficiency and excessive cost of old-style manual counting approaches. The problem
becomes even more laborious and tedious when we also need to identify the GPS location
of trees for governance purposes and for regularly monitoring their condition over time.
The inefficiency of traditional methods leads to inconsistent data collection about the
number of trees, as reported by agriculture experts. In 2005, the European Spatial Data
Research Organization (EuroSDR) and the International Society for Photogrammetry and
Remote Sensing (ISPRS) launched the “Tree Extraction” project to assess the accuracy
of automated tree extraction methods based on aerial laser scanner and digital imagery
data [5]. The results obtained by various techniques presented an accuracy ranging from
40% to 93% [6]. However, the huge progress in image processing and machine learning in
recent years makes it necessary to overhaul the approaches used in this domain.
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In this paper, we address the problem of the automated counting of palm trees, which
are the most cultivated trees in Saudi Arabia (on a total area of 116,000 ha), making it the
second largest producer of dates in the world [7], with a number of palm trees roughly
estimated at 25 million [8]. We present a deep learning framework for building an inventory
of individual palm trees by automatically detecting and geolocating them from areal RGB
images collected by unmanned aerial vehicles. We first collected a dataset of aerial views
of palms and other trees from two different locations in Riyadh and Kharj, using two
different cameras. Then we trained four of the most used recent object detectors based on
convolutional neural networks (CNN) on this dataset, and we compared their performance
on an independent testing dataset using several metrics (mean average precision, precision,
recall, inference speed). Finally, we present an original approach consisting of applying
photogrammetry concepts and distance corrections to the coordinates of the detected
bounding boxes to infer the GPS location of each detected palm tree from the geotagged
UAV images. We assessed the accuracy of this technique by comparing the calculated
locations to in situ measurements. To the best of our knowledge, this is the first work that
combines deep learning object detection and geolocalization of detected objects.

In fact, there have been several recent research studies on aerial image processing
using deep learning in general, and on palm detection and counting more specifically,
but only few of them have dealt with the geolocation problem. Before the area of deep
learning, in 2011, Shafri et al. [9] proposed a detection technique of the oil-palm tree by
combining several techniques, namely edge enhancement, spectral and blob analysis, and
segmentation. Bazi et al. [10] presented a palm tree counting technique based on extracting
a set of keypoints using the scale invariant feature transform (SIFT). These keypoints are
subsequently analyzed through a pre-trained extreme learning machine (ELM) classifier
and merged using an active contour technique. Finally, local binary patterns (LBPs) are
used to discern palm trees from other types of vegetation. However, they tested their
technique on only one UAV image presenting 184 palm trees and obtained an average
accuracy of 91.1%. In 2016, Li et al. [11] presented the first work that detected and counted
palm trees from multispectral QuickBird satellite images using deep learning. The spatial
resolution is 2.4 m, but images were processed with the panchromatic band to achieve a
60 cm resolution. The authors developed a convolutional neural network detection with a
sliding window approach to localize and classify palm trees in Malaysia with an accuracy
of 96%. It was shown that the proposed CNN detector provides better performance as
compared to the local maximum filter and template matching. In [12], the same authors
proposed a classification technique based on AlexNet for the detection of palm trees from
high-resolution satellite images. The classification accuracy achieved was 92% to 97% for
the study area of palm tree farms of Malaysia. Our work differs from [12] in several aspects.
First, we consider high-resolution aerial images rather than satellite images, which provide
a higher-resolution of 2 cm/pixel and more apparent features of palm trees. Moreover, UAV
images provide more up-to-date data as compared to their satellite counterparts and can
be used in real-time operations. Second, we addressed an object detection problem rather
than a classification problem, which requires both the localization and the classification
of palm tree instances in images. Third, not only do we detect palm trees, but we also
determine their geolocation from geotagged images.

Zheng et al. [13] designed a multi-stage attention domain adaptation network (MADAN)
for counting palm trees for satellite images. MADAN consists of a batch-instance nor-
malization network as a feature extractor, a multi-level attention mechanism, a minimum
entropy regularization, a sliding-window-based prediction, and a post-processing step
based on IoU (intersection over union metric). They tested their approach on three large-
scale satellite images of oil palm plantations and found that it outperforms existing domain
adaptation techniques by up to 14%. The same team [14] later developed another approach
based on Faster R-CNN and a refined pyramid feature (RPF) module to detect oil palm
trees and their growing status. They assessed their technique on three large-scale UAV
images from two sites in Indonesia and obtained an F1-score of 87.91% and 99.04% on site
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1 and 2, respectively. Similarly, ref. [15] used Faster R-CNN for detecting and classifying
oil palm trees according to their health status from high-resolution UAV images taken at
different altitudes. They obtained an F1-score of 97.7% for detection and 57.1% to 95.3% for
the identification of healthy or unhealthy trees.

In [16], the objective was to devise a deep learning algorithm for automatically build-
ing an inventory of palm trees from aerial images collected by drones. Their contribution
was to combine the output of two CNN algorithms where the first is applied to 10 cm/pixel
images to learn fine-grain features, and the second neural network is applied to 20 cm/pixel
to focus on more coarse grain features. The authors achieved detection accuracy values
between 91.2 and 98.8% using the orthomosaic of decimeter spatial resolution. Our work
differs in several aspects. First, we consider higher-resolution UAV-based aerial images of
2 cm/pixel. We also develop palm detection models based on state-of-the-art algorithms,
namely YOLOv3, YOLOv4, Faster R-CNN, and EfficienDet. Furthermore, we use the
metadata of geotagged images to identify the geolocation of detected palms. In our work,
we can achieve an accurate inventory of palm tree farms not only in terms of counting but
also for the trees’ geolocalization.

To the best of our knowledge, the only work that dealt with the automatic geolocation
of palm trees was that of Mansour and Chockalingam [17] who presented a preliminary
study where they integrated one high spatial resolution IKONOS satellite image with GIS
functionalities to automatically extract palm trees’ locations. On the area of study, they
obtained an accuracy of 93% with an omission error of 5% and a commission error of 4%.
The present study has a similar objective, but we consider higher-resolution UAV images
rather than satellite images, and we leverage state-of-the-art deep learning object detectors
instead of standard image processing techniques.

Some other works considered other types of trees, such as [18], which developed
a deep learning model for detecting banana trees from aerial images. They applied a
deep learning detection algorithm (Faster R-CNN with a 42-layered Inception-v2 [19]
feature extractor) on orthomosaic maps. They reached accuracy values of 96.4%, 85.1%,
and 75.8% for altitudes of 40, 50, and 60 m, respectively, on the same farm. Our work
improves over [18] in that it can be applied to geotagged images, which enables us to
uniquely identify each palm tree by its geolocation and correctly deal with the issue of
overlapping images.

The remainder of the paper is organized as follows. Section 2 gives an overview of the
background of object detection and the technique used for geolocation. Section 3 describes
the datasets and the obtained results. Finally, Section 4 concludes the paper and suggests
some future works.

2. Theoretical Overview

In this section, we present a brief overview of the four state-of-the-art object detectors
that we tested, as well as the mathematical background of the technique that we applied for
geolocating the detected objects. The selected models are representative of the recent trends
in the families of one-stage and two-stage object detectors and have been proven successful
in terms of average precision and inference speed in a wide variety of applications [20–25].

2.1. YOLOv3

Since the advent of its first version in 2016 [26], YOLO is considered one of the most
attractive state-of-the-art models for object detection. Improvements were regularly made
in YOLO v2 [27], YOLOv3 [28], and YOLOv4 [29]. In this paper, we used the two last
versions, YOLOv3 [28] and YOLOv4 [29]. They are considered the two mature versions
widely used for online object detection. To emphasize the architecture of these two models,
we will begin by describing the version of YOLOv3 [28]. Then, we will summarize the
different improvements made in YOLOv4 [29]. YOLOv3 [28] incorporates one network for
both object localization and classification. This is why it is described as a one-stage object
detector (OSOD) to differentiate it from other architectures that dedicate two separate
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networks for localization and classification. YOLOv3 begins by resizing the input image
into a square format dividable by 32. This size can be chosen by the user: (608 ∗ 608) or
(416 ∗ 416), for example. Then, in the second step, YOLOv3 divides this resized input
image into a grid of square cells. Every cell always has the same size (32 ∗ 32). For
example, if we choose the size (416 ∗ 416), the image will be divided into (13 ∗ 13) cells. The
YOLOv3 CNN network will learn during the training to generate for every grid cell two
pieces of information: the class probability vector and the list of bounding box coordinates.
Every bounding box is associated with a confidence score. The information of all grids is
assembled together to generate the final list of detected objects inside the input image.

For every grid cell, YOLOv3 associates only one anchor. Then, it estimates for every
anchor a list of five values:

([tx, ty, tw, th], Con f ) (1)

where [tx, ty, tw, th] are four parameters that are used to generate the bounding box coordi-
nates of the object, and Con f is the confidence score of the bounding box.

Hence, YOLOv3 generates from the input image one 3D matrix with the following dimension:

N × N × (3 ∗ (5 + C)) (2)

where (N × N) is the number of grid cells: (13 ∗ 13) in the case of the image size being
(416 ∗ 416). C is the number of classes on which the system is trained (two in our case).
(3 ∗ (5+C) corresponds to the five parameters detected in Equation (1) but at three different
scales. This is to ensure the robustness of the model against scale variance.

The YOLOv3 network is trained using a combination of three loss functions:

• Localization loss: we try to maximize the overlap between the ground-truth bounding
box of the object and the predicted one.

• Classification loss: the difference between the predicted vector probabilities over the
classes and the true one.

• Confidence loss: the disparity metric between the real box confidence score and the
predicted one.

For the calculation of every loss, the sum squared error measure is used. The total loss
used to train the YOLOv3 is expressed below:

Loss = λcoord

S2

∑
i=0

B

∑
j=0

1lobj
ij [(xi − x̂i)

2 + (yi − ŷi)
2]

+λcoord

S2

∑
i=0

B

∑
j=0

1lobj
ij [(
√

ωi −
√

ω̂i)
2 + (

√
hi −

√
ĥi)

2]

+
S2

∑
i=0

B

∑
j=0

1lobj
ij (Ci − Ĉi)

2

+λnoobj

S2

∑
i=0

B

∑
j=0

1lnoobj
ij (Ci − Ĉi)

2

+
S2

∑
i=0

1lobj
i ∑

c∈classes
(pi(c)− p̂i(c))2

(3)

where:

• λcoord: This is the weight of the localization loss.
• λnoobj: This is the specific weight of the confidence loss for boxes that do not con-

tain objects.
• 1lobj

ij : This is an indicator function. It is equal to 1 if the object exists in the cell ij, and
0 otherwise.
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• 1lobj
i : This is also a binary weight. It is equal to 1 if the jth bounding box is responsible

for the prediction, and 0 otherwise.
• xi is the ground truth of x while x̂i is its predicted value. Similarly for other variables:

y, ω (width), and h.
• C: This is the confidence score estimated for the bounding box.
• pi(c): The ground truth probability that the ith grid cell belongs to the class c, while p̂

denotes the predicted probability by YOLOv3.

2.2. YOLOv4

After two years of continuous improvement of YOLOv3, YOLOv4 [29] was introduced
in mid-2020. On the MS COCO dataset (containing 80 classes) [30], YOLOv4 attained
an accuracy of 43.5% AP. It is far better than the accuracy recorded by YOLOv3 (33.0%
AP). This improvement is made without affecting the inference time. YOLOv4 has a very
efficient processing cost (65 FPS on Tesla V100). YOLOv4 has kept the YOLO family’s
approach: running smoothly and efficiently on the most used edge devices.

Concerning the improvements made in YOLOv4, the authors classified them into two
categories. The first category is denoted as the “Bag of Freebies” (BoF) and represents
the techniques that improved the training process without any processing cost during the
inference. The second category is denoted as the “Bag of Specials” (BoS) and represents the
techniques that improved accuracy but with a small processing cost during the inference.
In the following sub-section, we will enumerate the different improvements made in
YOLOv4 for every category.

2.2.1. Bag of Freebies (BoF)

Many BoF techniques were tested on the YOLOv3 baseline to improve the accuracy.
In the end, the authors only included 11 techniques in YOLOv4 due to their significant
impact in accuracy: Cutmix data augmentation [31], Mosaic data augmentation [29], Drop-
Block regularization [32], Class label smoothing [33], Complete IoU (CIoU) loss [34], Cross
mini-Batch Normalization (CmBN) [35], Self Adversarial Training (SAT) [29], Eliminat-
ing grid sensitivity [29], Using multiple anchors for a single ground truth [29], Cosine
annealing scheduler [36], and Optimal hyper-parameters [29].

2.2.2. Bag of Specials (BoS)

Many BoS techniques were tested on the YOLOv3 baseline to improve the accuracy.
In the end, the authors only included seven techniques in YOLOv4 due to their signifi-
cant impact on accuracy: Mish Activation function [37], Cross Stage Partial Connections
(CSP) [38], Multi-input Weighted Residual Connection (MiWRC) [39], SPP (Spatial Pyramid
Pooling) Block [40], SAM (Spatial Attention Module) Block [41], PAN (Path Aggregation
Network) Block [42], and Distance IoU Non-Maximum-Suppression (NMS) [34].

2.3. Faster R-CNN

While the YOLO family belongs to the class of one-stage object detectors (OSOD),
Faster R-CNN [43] belongs to another family of object detectors: the two-stage object
detectors (TSOD) (see Section 2.1). In fact, Faster R-CNN performs the object detection
in two stages. In the first stage, it generates the region proposals, which are the possible
bounding boxes surrounding objects. In the second stage, it passes every region proposal to
the classifier to assign it to the right class. To reduce the processing cost during the inference,
Faster R-CNN designed one backbone convolutional neural network (the region proposal
network (RPN)) for both missions. Therefore, the RPN network is trained independently
for every task using the multi-task loss defined below:
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L(pi, ti) =
1

Ncls
∑

i
Lcls(pi, p∗i )+

λ
1

Nreg
∑

i
p∗i Lreg(ti, t∗i )

(4)

where:

• pi is the probability that the ith anchor inside a mini-batch corresponds to an object;
this probability is generated by the network.

• p∗i is a binary value that equals 1 if the anchor is positive, and 0 otherwise. The anchor
is positive if it has one highest IoU overlap with one ground-truth box or the IoU
overlap with the ground-truth box is superior to 0.7. The anchor is negative if, for all
the ground-truth boxes, the IoU overlap is inferior to 0.3.

• ti corresponds to the coordinates of the bounding box predicted by the network.
• t∗i corresponds to the ground-truth bounding box’s coordinates for which the anchor

is positive.
• Lcls corresponds to the classification loss.
• Lreg corresponds to the regression loss.
• Ncls and Nreg are the normalization factors.
• λ corresponds to the weight used to balance the two losses.

2.4. Efficient-Det

The EfficientDet family [44] is another state-of-the-art OSOD (one-stage object detec-
tor). It is not a single model but an architectural pattern to design a variety of models that
scale following the memory and the computation capacity in the target device. For example,
ref. [44] has explicitly defined seven varieties from this family (from EfficientDet-D0 until
EfficientDet-D7).

Concerning the architecture itself, it consists of three major components. The first is the
backbone network which is based on the EffcicientNet family [45]. EfficientNet is a scalable
architectural pattern designed for image classification. Neural architectural search is used
to design a baseline model (EfficientNet-B0). The width, depth, and resolution of this
baseline model are extendable following a scaling factor to meet the target device’s ability.

The second fundamental component is the BiFPN (weighted bi-directional feature
pyramid network). It is a new technique specifically designed for the EfficientDet archi-
tecture. It introduces a set of learnable weights to fuse the different features collected by
multi-scale processing of the input image.

The third primary component is compound scaling. It was previously introduced
in [45]. To adequately scale the full CNN architecture following the target computation
capacity, the network’s dimensions are scaled using a compound coefficient φ. The com-
pound scaling was found to use the extended memory and computation capacity efficiently.
The greater the model is, the better the accuracy is expected to be (from EfficientDet-D0
until EfficientDet-D7), at the expense of larger memory consumption and slower inference.

2.5. Geolocation

We developed an algorithm that tags each detected tree with its GPS location by
applying photogrammetry concepts to the metadata (EXIF and XMP) extracted from drone
images (altitude and GPS location of the drone, image size, calibrated focal length, yaw
degree) and then applying a distance correction based on the ratio between the drone
altitude and the estimated average palm height.

The GPS tagging allows one to uniquely identify, track, and count the number of
palm trees from a series of drone images, while correctly dealing with the issue of image
overlapping during the drone flight. This procedure can be generalized to the geolocation
of any other objects in UAV images.
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2.5.1. Calculation of the Distance to Image Center

To geolocate a pixel (x, y) in a drone image, we first calculate the equivalent distance
coordinates to the central pixel (xc, yc) in the image frame:dx = (x−xc)

Fx
H

dy = (yc−y)
Fy

H
(5)

where H is the drone altitude, and Fx and Fy represent the calibrated focal length of the
camera (in pixels) for width and height and are generally equal.

If the calibrated focal length is unavailable in the metadata of the images, we calculate
it from the camera standard focal length as follows:Fx = Iw Fl

Sx

Fy = Ih Fl
Sy

(6)

where Iw and Ih are the image width and height, respectively; Sx and Sy are the CCD sensor
width and height, respectively; and Fl is the camera focal length.

Then, we apply a rotation by the value of the flight yaw angle ψ (also available in
the image metadata) to convert the image coordinates (dx, dy) to local tangent plane (LTP)
coordinates (Dx, Dy): {

Dx = dx cos(ψ)− dy sin(ψ)
Dy = dx sin(ψ) + dy cos(ψ)

(7)

2.5.2. Distance Correction

The locations calculated using (7) still present a bias, as illustrated in Figure 1. This
figure shows the calculated detections of palm trees on the PSU campus from images of the
same scene (slightly larger than in Figure 2) captured at different altitudes (four images at
41 m, five images at 51 m, five images at 60 m, and six images at 80 m) and different yaw
angles. We observe that the calculated locations are all placed on the same side (farther
than the ground-truth location with respect to the drone position). This is because the
center of the detected bounding corresponds typically to the tree’s summit, which, when
projected on the image, appears farther than the tree’s footprint.

Therefore, in order to enhance the geolocation precision and rectify the bias, we apply
a distance correction based on an estimation of the average palm tree height. We need
this correction to take account of projection issues that induce a difference between the
palm tree summit’s position on the image (which corresponds to the center of the detected
bounding box) and its footprint. We need to subtract the palm tree projection distance d
from the distance D between the center of the detected bounding box (corresponding to the
palm tree’s summit) and the center of the image. Using similar triangles rules (Figure 2),
we have

d =
h
H

D (8)

where h is the average palm tree height, H is the drone altitude, and D =
√

d2
x + d2

y.
Hence, the corrected coordinates areDc

x = Dx

(
D−d

D

)
Dc

y = Dy

(
D−d

D

) (9)

In Section 3.3, we will evaluate the impact of the value of the average palm tree height
on the geolocation accuracy.
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Figure 1. Geolocation of palm trees on PSU campus from different altitudes without any distance correction. Ground truth
locations (measured in situ) of 17 selected palms (15 of them placed on a circle, and 2 slightly outside) are indicated as red
stars with circles of radius 5 × 10−5 degrees (approximately 5 m) around them, while calculated locations of all detected
palms (more than 17), in a series of 4 to 6 images with different yaw angles for each altitude, are indicated as dots of different
colors corresponding to different altitudes.

2.5.3. Conversion to GPS Coordinates

To obtain the GPS coordinates of each detected tree, we convert the distance coordi-
nates calculated in (9) to latitude and longitude degrees using geodesic formulas based
on the WGS-84 reference system [46]. Then, we add these converted coordinates to the
latitude and longitude of the image center, which correspond to the drone’s GPS location
and are extracted from the image metadata. Algorithm 1 summarizes the steps of the whole
procedure of inference detection and geolocation.

Algorithm 1 Palm detection and geolocation.
input :Series of frames
output :Bounding boxes, class labels, GPS locations
Load Object detector trained model;
for each UAV image do

Extract EXIF and XMP metadata;
Apply object detector;
for each detected bounding box do

Calculate distance(bounding box center, image center);
Apply a rotation by the yaw angle;
if class_label = ‘Palm’ then

Apply distance correction;
end
Convert distance to GPS coordinates;
return bounding_boxes, class_labels, locations

end
end
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Figure 2. Distance correction (d) for the geolocation of palm trees from drone images. H is the drone altitude, h is the
(average) palm tree height, and D is the distance between the image center (drone’s vertical projection on earth) and the
position of the palm tree summit in the image (supposedly corresponding to the detected bounding box center).
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3. Experiments
3.1. Datasets

We collected a dataset of 258 aerial images in a palm tree farm in Kharj region, in
Saudi Arabia, and 91 images taken on Prince Sultan University campus. A sample of each
is shown in Figure 3. Both the aspect and density of palm trees in the two sets of images
are dissimilar. The images were captured using two different drones: a DJI Phantom 4 Pro
drone equipped with a DJI FC6310 camera (resolutions 4864 × 3648 and 4096 × 2160) and
a DJI Mavic Pro equipped with a DJI FC220 camera (resolution 4000 × 3000). The dataset
contains a total of 13,071 instances (11,150 palms and 1921 other trees) that we manually
labeled using Labelbox [47]. Then we randomly split it into training (80%) and testing
(20%) datasets. Table 1 presents the number of images and instances of each class in the
training and testing datasets.

Figure 3. Sample images of the dataset from a farm in Al-Kharj (top) and from PSU campus (bottom).

Table 1. Number of images and instances in the training and testing datasets.

Training Dataset Testing Dataset

Number of images 279 70
Percentage 80% 20%
Instances of class “Palm tree” 8805 2345
Instances of class “Other tree” 1596 325
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3.2. Object Detection
3.2.1. Experimental Setup

The experiments were conducted on a workstation powered by an Intel core i9-9900K
(3.6 GHz) processor with 64GB RAM and an NVIDIA GeForce RTX 2080Ti (11 GB) GPU,
running on Ubuntu 16.04 LTS.

We trained the four object detectors described in Section 2 (YOLOv3, YOLOv4,
EfficientDet-D5, and Faster R-CNN) on the same training dataset described above. Table 2
records the details of each algorithm. We have chosen EfficientDet-D5 among the family of
EfficientDet object detectors because its computational complexity is equivalent to the three
other chosen object detectors (especially YOLOv3 and YOLOv4). In fact, EfficientDet-D4
needs only 55 GFLOPS, whereas EfficientDet-D6 necessitates 226 GFLOPS [44]. Faster
R-CNN uses a variable input size that conserves the aspect ratio of original images, while
the three other algorithms use a fixed square input size. Due to the variable input size,
the batch size for Faster R-CNN is required to be 1. For the other three algorithms, the
batch size is only limited by the GPU memory capacity. We trained each network for the
number of iterations necessary for its convergence. YOLOv4 needed only 1400 steps to
converge, while the three other algorithms necessitated 30,000 steps. The fast convergence
of YOLOv4 is due to its use of the cosine annealing scheduler [29,36].

3.2.2. Metrics

We have adopted the following widely used metrics [48] to compare the performance
of the four object detectors:

• IoU: intersection over union. It measures the overlap between the predicted (Bdet) and
the ground-truth (Bgt) bounding boxes by dividing the area of their intersection by
the area of their union:

IoU =
Area(Bdet ∩ Bgt)

Area(Bdet ∪ Bgt)
(10)

• Precision: ratio of true positives (TP) over all detections (true positives and false
positives (FP)).

Precision =
TP

TP + FP

• Recall: ratio of true positives over the number of relevant objects (true positives and
false negatives (FN)).

Recall =
TP

TP + FN

• F1 score: harmonic mean of precision and recall.

F1 = 2 · Precision · Recall
Precision + Recall

• AP: average precision for one class. It is an approximation of the area under the preci-
sion vs. recall curve (AUC). AP was measured for different values of IoU thresholds
(0.5, 0.6, 0.7, 0.8, and 0.9).

• mAP: mean average precision over the two classes. The mAP is the main metric used
for evaluating object detectors [48].

• Inference time (in millisecond per image): it measures the average inference processing
time per image.
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Table 2. Hyperparameters and details of each object detector.

Object Detector Feature Extractor Input Size Number
of Parameters FLOPS Learning

Rate
Batch
Size

Number
of Steps Code Repository

Faster R-CNN Resnet-50

- Conserves the aspect
ratio of the original image.
- Either the smallest
dimension is 600,
or the largest dimension
is 1024.

3.4 × 107 64 G 3 × 10−5 1 30,000
github.com/tensorflow/models/tree/
master/research/object_detection
Accessed on 21/07/2021

YOLO v3 Darknet-53 608 × 608 6.2 × 107 139 G 1 × 10−4 64 30,000 github.com/AlexeyAB/darknet
Accessed on 21/07/2021

YOLO v4 CSPDarknet-53 608 × 608 6.4 × 107 127 G 1 × 10−3 64 1400 github.com/AlexeyAB/darknet
Accessed on 21/07/2021

EfficientDet-D5 EfficientNet-B5 1280 × 1280 3.4 × 107 135 G 1 × 10−4 4 30,000 github.com/xuannianz/EfficientDet
Accessed on 21/07/2021

github.com/tensorflow/models/tree/
master/research/object_detection
github.com/AlexeyAB/darknet
github.com/AlexeyAB/darknet
github.com/xuannianz/EfficientDet
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3.2.3. Results

Figure 4 compares the average precision (AP) of the four tested object detectors at
different intersection over union (IoU) threshold values for each of the two classes (Palm,
and other trees) and the mean average precision (mAP) for both classes. EfficientDet-
D5 and YOLOv4 show close results with a slight advantage for the first, and both show
significantly higher mAP than Faster R-CNN and YOLOv3. The gap is especially large for
the class of other trees, for which Faster R-CNN and YOLOv3 perform poorly (AP lower
than 0.5). The better performance of all algorithms on the Palm class is due to the larger
number of instances of this class in the training dataset compared to instances of other trees
(5.5 times more, as can be seen in Table 1).

Figure 4. Average precision (AP) for each of the two classes (left: Palm, middle: Other trees), and mean average precision
(mAP, right) for both classes at different IoU threshold values of the four algorithms on the testing dataset.

Figure 5 depicts the box plots of the precision and recall for each object detector and
each class for different values of IoU. EfficientDet-D5 yields the highest precision, while
Faster R-CNN yields the lowest with a large gap between the two classes. On the other
hand, YOLOv4 shows the highest recall, while YOLOv3 shows the lowest, also with a
large disparity between the two classes. The lowest points for both precision and recall
figures correspond to an IoU threshold of 0.9 and are extremely distinct from the other
points (except for the recall of YOLOv3 on class ‘Tree’, for which all values are already
very low). This highlights the fact that all algorithms fall short of providing highly precise
bounding boxes.

Figure 5. Box plot of the precision (left) and recall (right) for each algorithm and each class on the testing dataset for
different values of IoU (from 0.5 to 0.9).
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Figure 6 compares the four algorithms in the mAP/time space. While EfficientDet-D5
shows the best mAP (2.4% higher than the second-best YOLOv4), this comes at the cost of a
significantly lower inference speed (10% slower than YOLOv4, and 48% slower than Faster
R-CNN). YOLOv4 appears as a good trade-off between mAP and inference speed. While
its speed is equivalent to YOLOv3’s (only 0.4% faster), it provides 41% better mAP. Faster
R-CNN is the fastest by far, due to its reduced number of operations (Table 2) while yielding
an mAP slightly better than YOLOv3. Figure 7 shows a similar plot by substituting the
inference time for the number of floating operations, which is independent of the platform
and the implementation framework. It confirms that EfficientDet and YOLOv4 have very
close performance and that YOLOv3 is relatively inefficient both in terms of number of
operations and mAP.

Figure 6. Comparison of the four algorithms in terms of mAP (averaged for IoU values between 0.5
and 0.9 by step of 0.1) and inference time.

Figure 7. Comparison of the four algorithms in terms of mAP (averaged for IoU values between 0.5
and 0.9 by step of 0.1) and number of floating operations (in GFLOPS) needed for executing inference
on one image. The radius of the circles is proportional to the number of parameters of each network.
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Figure 8 compares the average IoU for each object detector and each class. This metric
is of paramount significance for geolocation since the precision of the detected bounding
box impacts the precision of the tree’s calculated GPS location. For this metric, we observe
that EfficientDet-D5 significantly outperforms the three other algorithms that show close
results, except that Faster R-CNN has a remarkably degraded bounding box precision on
the ‘other trees’ class. All algorithms show a lower precision on this class, but the gap is
notably amplified for Faster R-CNN.

Figure 8. Average intersection over union (IoU) for each object detector and each class on the
testing dataset.

3.2.4. Discussion

Figures 9 and 10 summarize the results of the four object detectors for different IoU
thresholds (from 0.5 to 0.9) on the ‘Palm’ and ‘Other trees’ classes, respectively. We observe
a large gap between the two classes in all cases, except for the inference speed (relative FPS),
which does not depend on the class of detected objects nor the IoU threshold. This gap is
more pronounced for Faster R-CNN and YOLOv3 than for EfficientDet-D5 and YOLOv4.
The mean IoU is calculated for all detected bounding boxes and is unrelated to the fixed
IoU threshold. On the ‘Palm’ class, EfficientDet-D5 shows the best overall results, while
on the ‘Other trees’ class, YOLOv4 shows slightly higher performance, which indicates its
ability to better deal with classes that are underrepresented in the training dataset.
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Figure 9. Summary of the results of the four object detectors on the ‘Palm’ class for different IoU
thresholds (from 0.5 to 0.9). The relative FPS corresponds to the frames per second divided by
the maximum obtained value (7.35). The color of inner sectors (representing algorithms and IoU
thresholds) corresponds to the average colors of outer sectors belonging to them. The lighter the
color, the better the results.

3.3. Geolocation Accuracy

For assessing the geolocation of palm trees, we tested two of the aforementioned
object detectors, namely EfficientDet-D5 (which was proven in Section 3.2 to be the most
accurate) and Faster R-CNN (which is the least accurate), in order to measure the impact
of detection imprecisions on geolocation accuracy. The metric used for assessing the
geolocation accuracy is the average distance between the predicted and ground truth
locations in meters. After processing a series of UAV images with each object detector,
we applied the geolocation process detailed in Section 2.5 to each bounding box center
corresponding to the ‘Palm’ class. Figures 11 and 12 show examples of palm detection and
geolocation in a UAV image from Al-Kharj farm and the PSU campus, respectively. They
display on top of each detected bounding box the class of the object (palm tree or other
tree), the classification confidence level, and the latitude and longitude of the bounding box
center. Palm identifiers are also displayed (inside the bounding boxes) for some selected
palm trees. This automatic identification was determined by comparing the calculated
locations of detected bounding box centers to predefined locations of 17 palm trees on the
PSU campus measured in situ.
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Figure 10. Summary of the results of the four object detectors on the ‘Other trees’ class for different
IoU thresholds (from 0.5 to 0.9). The relative FPS corresponds to the frames per second divided by
the maximum obtained value (7.35). The color of inner sectors (representing algorithms and IoU
thresholds) corresponds to the average colors of outer sectors belonging to them. The lighter the
color, the better the results.

Figure 11. Sample image of the palm counting and geolocation application (from Kharj farm), showing.
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at the top of each detected bounding box (in green for palm and yellow for other trees): the class
name, the confidence level, the latitude, and the longitude. At the top left are shown: the number of
palms, the number of other trees, and the surface covered by the image.

Figure 12. Sample image of the palm counting and geolocation application (from PSU campus),
showing at the top of each detected bounding box (in green for palm and yellow for other trees): the
class name, the confidence level, the latitude, and the longitude. The numbers inside the bounding
boxes are meant to automatically identify each palm tree by comparing its calculated location to
predefined locations (for only 17 palms in this case, enumerated in counter-clockwise order). A few
detection mistakes are visible in this image: palm 3 was not detected; palms 12 and 13 were mistaken
for palms 11 and 12, respectively; and two false positives appear at the top left.

Figure 13 shows an original UAV image of palms on the PSU campus (right) and
four sufficiently spaced palms (left), with a minimum distance of 21 m separating them.
The remaining parts of the left image were hidden in order to obtain only four detections
and facilitate the matching between detected and real palms for performance assessment.
We used 15 such images that show only these same four palm trees to assess the accuracy
of their calculated geolocation. The matching is done by comparing the calculated location
to the location measured in situ by the drone placed at ground level. The 15 images used
for testing were captured by a DJI Mavic Pro drone from different altitudes (between 33 m
and 65 m) and yaw degrees (between −148◦ and 163◦), while the gimbal pitch angle was
kept fixed at 90◦.
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Figure 13. Original UAV image of palms on PSU campus (right) and 4 selected palms (left) used for assessing the accuracy
of our geolocation method. The remaining parts of the left image were hidden to obtain only 4 detections and compare their
calculated location to the location measured in situ.

Figure 14 compares the calculated locations of the four selected palms (ID = 1, 5,
9, and 12 in Table 3 and Figure 12) before and after the distance correction explained
in Section 2.5.2. Before the distance correction, all calculated detections are on the same
side (farther than the ground-truth location with respect to the drone location) so that the
bias cannot be eliminated by averaging. In contrast, after the distance correction (with
an average palm height fixed at 10 m), the bias is remarkably reduced, most calculated
detections are within 5 m of ground-truth locations, and the average calculated location is
within less than 3 m.

Figure 14. Calculated locations of 4 selected palms on PSU campus from a series of 15 UAV images, before (left) and after
(right) the distance correction explained in Section 2.5.2. The object detector used is Faster R-CNN, and the average palm
height used for distance correction is 10 m. The outer red circles around ground truth locations have a radius of 5 × 10−5

degrees (approximately 5 m), while the inner purple circles have a radius of 3 × 10−5 degrees (approximately 3 m).

Table 3. Real height (measured in situ) of 17 selected palm trees organized in a circle on PSU campus (see Figure 12).

Palm ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Height
(in meters) 15 14 14 13 13 11 8.3 8.3 9.1 8.9 10 10.1 11 10.5 9.8 8.4 8.1
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More precisely, Figure 15 depicts the box plot of the accuracy of our geolocation
method, after detection with Faster R-CNN and EfficientDet-D5, for different values of
mean palm height used for correction. We notice a considerable improvement in accuracy
when using distance correction. For both object detectors, the best accuracy is obtained
when we fix the average palm height at 10 m, which roughly corresponds to the actual
mean height of date palm trees [49], even though the palm trees in the dataset have variable
heights. The average accuracy in this case, when using Faster R-CNN, is 2.7 m, with a
standard deviation of 1.1 m. When we use the EfficientDet-D5 object detector, we obtain a
similar accuracy of 2.6 m on average, with a standard deviation of 1.1 m, which shows that
the geolocation process is not very sensitive to the type of object detector used once we
apply a suitable distance correction. It is also lowly sensitive to the average palm height
parameter when it is in the 8 to 12 m range (Figure 15), which corresponds to the height of
most palm trees in the dataset. Furthermore, the four palm trees (ID = 1, 5, 9, and 12) that
we selected for testing have variable heights ranging from 9 m to 15 m, but this did not
significantly affect the geolocation accuracy, as can be seen in Figure 14. This means that a
rough estimation of the mean average height of the surveyed palm trees is sufficient. This
average height for distance correction can either be approximated by manually measuring
the height of a few representative palm trees from the farm to be surveyed or measured
using depth sensors such as LIDAR that could be embedded on the drone.

Figure 15. Box plot of the accuracy of our geolocation method for two object detectors and different
values of mean palm height used for correction. The value 0 is equivalent to no correction. The loca-
tions were calculated from 15 images of 4 selected palms and compared to GPS locations measured
in situ.

The geolocation accuracy also depends on the drone’s relative altitude. Figure 16 com-
pares the box plots of distances to ground-truth locations for images captured at two
different altitudes when using distance correction based on a mean palm height of 10 m for
both EfficientDet-D5 and Faster R-CNN detectors. At an altitude of 47 m, our method’s
average accuracy when using EfficientDet-D5 attains 1.8 m (2.1 m for Faster R-CNN) with
a standard deviation of 0.7 m (same for Faster R-CNN), while at 65 m, the Faster R-CNN
results are slightly better, showing an average accuracy of 3.0 m with a standard deviation
of 1.1 m, against an average of 3.2 m and a standard deviation of 0.9 m for EfficientDet-D5.
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These results indicate that Faster R-CNN performs better on smaller objects. Conversely,
the geolocation accuracy does not show any significant dependency on the flight yaw angle.

Figure 16. Box plot of the accuracy of our geolocation method after using two different detectors for
different values of relative drone altitude. The mean palm height used for distance correction is 10 m.

In order to assess the impact of the camera type, we tested the same geolocation
technique on images captured by a Phantom 4 Pro equipped with a DJI FC6310 camera
(resolution 4864 × 3648). Figure 17 depicts the geolocation accuracy obtained for different
relative altitudes. Compared to the results obtained with the Mavic Pro DJI FC220 camera
(Figure 16), we observe that the altitude has an inverse effect on the geolocation accuracy,
which ranges from an average of 2.9 m at 41 m down to 1.6 m at 80 m. This is likely due to
the higher resolution of the FC6310 camera and the better vertical view angle.

Figure 17. Box plot of the accuracy of our geolocation method on Phantom 4 Pro images, for different
values of relative drone altitude. The object detector used is Faster R-CNN, and the mean palm
height used for distance correction is 10 m.
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In order not to confuse the detected palm trees, the distance error needs to be lower
than half the distance between neighbor trees. The average distance between neighboring
palm trees in our dataset is around 9 m, which means that the accuracy of our geolocaliza-
tion technique meets the requirements.

4. Conclusions

We presented a deep learning system that automatically detects and geolocates palm
trees from UAV images using convolutional neural networks. After collecting a dataset of
palm trees from two different regions in Saudi Arabia, we analyzed and compared the per-
formance of four recent convolutional neural network models. YOLOv4 and EfficientDet-
D5 yielded the best trade-off between accuracy and speed, while Faster R-CNN and
YOLOv3 were significantly less accurate, but with a large advantage for the former in terms
of speed.

In a second phase, we applied photogrammetry concepts and distance corrections to
the UAV images’ geotagged metadata to automatically determine the geographical location
of detected palm trees. This geolocation technique was assessed to provide an average
geolocation accuracy that attains 1.6 m at an altitude of 80 m and to be lowly sensitive
to the object detector type. This GPS tagging technique uniquely identifies palm trees,
facilitating their counting from a series of overlapping drone images. Furthermore, we can
generalize this technique to any other objects in UAV images after adapting the average
height parameter used for distance correction. Nevertheless, the detection accuracy should
first be assessed, as the features may be harder to discern, such as in the case of a uniform
canopy, with a high degree of occlusion such that individual trees may not be accurately
delimited. In future works, we intend to apply this method for tree counting in large
geographical regions. We should then evaluate the percentage of error caused by image
overlapping and compare the accuracy of this approach to existing counting techniques
(e.g., manual counting or those based on satellite imagery.
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