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Abstract: Even though a broad range of technologies for variable rate application of nitrogen fertiliser
is available, there are hardly any documented cases of their use in Austria. In this study, the drivers
and barriers of adoption have been investigated. A survey of 242 farmers in Lower Austria was
conducted. The survey covered the farmers’ economic situation, concerns, and expectations regarding
the future of their farms and their interest in precision farming technologies. A choice experiment was
included in the survey to elicit farmers’ preferences for different features of variable rate application
technologies. A series of multinomial logit, mixed logit and latent class logit models were run to
analyze the choice experiment. Most farmers were interested in variable rate application, whereas
technology costs, yield and environmental improvements were found to be important drivers of
adoption. Also, farm size, farming system, technological level and network activities seem to play an
important role in the uptake of variable rate application technologies.

Keywords: variable rate fertilisation; nitrogen; satellite data; choice experiment; precision
agriculture; adoption

1. Introduction

In the last 25 years, agriculture has undergone massive changes. While the aims of
farmers remain the same—optimised yield, high income and a healthy environment—the
technologies to reach these goals changed significantly. Over the last three decades different
technologies and applications based on the spatial information in the fields have been
developed. They now allow farmers to observe their fields with frequently updated maps
that allow timely decisions on production inputs (e.g., fertiliser, water, seeds, pesticides)
according to the specific (in time and space) requirements of the plants [1–5]. Automated
guidance systems for tractors, in-field sensors for the monitoring of crops and soil, and
maps generated by using data collected by satellites are part of the growing sector of
precision agriculture, smart farming, digital agriculture or agriculture 4.0 [6].

Within the project FATIMA (“Farming tools for external nutrient inputs and water
management”—www.fatima-h2020.eu (accessed on 2 August 2021)) a focus was set on
spatial variable nitrogen requirements and the provision of this information to farmers. A
market analysis showed that there is a large number of manufacturers providing technical
solutions for variable rate nitrogen application. For example, tractor-mounted multi-
spectral sensors can estimate the chlorophyll content in the leaves and a software is used to
correlate it to the concentration of fertiliser in order to apply fertiliser accordingly in real
time (“online systems”) [7]. Similar maps can be derived using satellite-based measure-
ments of plant conditions to derive variable rate application maps (“offline systems”) [8,9].
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Application maps can either be uploaded to the tractor terminal or used printed or on
mobile devices as guides for the manual distribution of fertiliser.

Unfortunately, the diversity of solutions offered is not reflected in the number of active
users in Austria. There are rare documented cases of variable rate application (VRA) of
agricultural production inputs. However, there are efforts to spread existing ideas and
tools and creating impulses through research and demonstration. Existing examples are
the Innovation Farm (innovationfarm.at (accessed on 2 August 2021)) and the Doctoral
School DiLaAg (dilaag.boku.ac.at (accessed on 2 August 2021)).

In Austria, and more generally in Europe, the adoption rate of variable rate application
(VRA) and other precision farming technologies is still rather low, with some variation
between countries [10–13]. A broad literature review investigated the barriers to adoption,
including farm(er) characteristics, such as a lack of knowledge and/or financial means,
incompatible equipment or small plot sizes that reduce the financial attractiveness of the
technology for the farmers [13,14]. Nonetheless, apart from studies on precision farming
in the United States of America [15–24], there is only little evidence for the barriers and
drivers of the adoption of precision farming technologies in Europe. The few studies that
are available are using observations from Germany and Denmark [11,12,25–27], the Nether-
lands, France, Switzerland, Italy [28,29] and Hungary [30]. Furthermore, there are several
cross-country studies on the adoption of smart farming technologies in several European
countries [31–33], but also these studies do not deal with VRA adoption in Austria.

How is the situation in Austria? Do we have similar barriers to the adoption of tech-
nologies? This study investigates the conditions for the adoption of VRA in Lower Austria.
Using a choice experiment, we aim to relate the barriers and drivers for adoption to the
various characteristics of alternative VRA technologies, such as the degree of automation
of the technologies, their potential impacts on yields, use of fertiliser, and groundwater
quality. We are further interested in understanding the characteristics of farms and farmers
that are associated with a higher willingness to adopt. The insights may help to target
information and other policy support towards those farmers that are most likely to take up
VRA technologies.

2. Materials and Method
2.1. Survey Design

The study region comprises the districts Gänserndorf, Mistelbach, Korneuburg, Tulln
and Bruck an der Leitha in Lower Austria, which is the federal state with the highest
economic output of the country [34]. Average farm sizes are in the range of 50 ha. The main
crops produced are cereals, maize, sunflowers, potatoes, soybeans and vegetables [34].

To gain a better understanding of the situation of the farmers in Austria and to assess
their willingness to adopt VRA technologies, we conducted a large farmer survey in
intensively farmed regions that aimed to provide a detailed picture of the characteristics of
the farms and farmers in the region. The survey covered the farmers’ economic situation,
concerns and expectations regarding the future of their farms, and the extent to which
they are interested in the adoption of VRA technologies. A discrete choice experiment
(DCE) was included in the survey to elicit farmers’ preferences for different features of VRA
technologies. A choice experiment is a preference elicitation technique that is particularly
relevant when technologies are either not offered on the market or are not widely adopted
yet, which is the case for VRA technologies in the study area. It can give insights into which
products and services the farmers would most likely purchase if they are offered them.

The focus of the choice experiment was to elicit the willingness to adopt different
farming technologies for variable rate application of fertiliser. The focus was on technolo-
gies in general rather than on certain brands, providers of services or specific types of
nitrogen fertiliser. The three options differed in the degree of automation and are presented
in Table 1.

innovationfarm.at
dilaag.boku.ac.at
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Table 1. Overview of technologies for variable rate application of fertiliser offered to the farmers in the choice experiment.

Data Source Option Description Schematic View

Satellite-based maps

Non-automated technology

This option allows farmers to view their fields in
a webGIS platforms. The system provides

information on management zones and satellite
imagery, including the possibility to calculate

fertiliser requirements.
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The choice experiment was embedded in a farmer survey, which was developed
based on insights from previous literature on the adoption of new farming technologies
and techniques by farmers [30,35–38] and using state-of-the-art approaches for drafting
questionnaires [39,40]. As part of the development of the questionnaires, farmers from the
area were invited to focus groups, to discuss the questionnaire. In addition, several local
farmers suggested edits to the questionnaire, which the research team used to fine tune the
survey. Eventually, the survey questionnaire was shared with the local research team for a
review. Only then was the questionnaire translated into German. The final English version
is provided in the Supplementary Material (Supplementary Material S1).

As a screening question, farmers had to confirm that they cultivate field crops and that
they operate the farm on a daily basis. If they confirmed, they were introduced to the topic
of the survey. This was followed by questions about the farm’s characteristics, such as size,
farm type, ownership, amount and type of workers on the farm, type of cultivated crops
or irrigated area. Next, farmers were asked to rank the importance of various problems
on their farm (i.e., soil degradation, nitrogen enrichment of groundwater, lack of access
to credit, the economic situation of the farm and bureaucracy) using Likert scales. They
were then asked about their openness to innovations on their farm, any innovations they
had carried out during past years, as well as their knowledge of and interest in VRA
technologies. To facilitate these questions, farmers first saw descriptions of the major
VRA technologies to ensure that they understand what type of technologies the questions
and the choice experiment refer to. This included non-automated technologies (e.g., use
of satellite images to generate field data maps useable on a pc or mobile device), partly
automated technologies (e.g., use of satellite images to generate field data maps that are
fed into the board computer of a spreader) and fully automated technologies (e.g., use
of a spreader with built-in real-time sensors). The Supplementary Material S2 includes
the original English description of the technologies. After this, the choice experiment and
the logic of the choice cards was introduced to the survey participants. Each of the four
choice cards shown to the farmers displayed three alternative technologies that varied in
their attributes (see Section 3.2). Finally, farmers were asked for their socio-demographic
characteristics (such as age, education, farm income) and how regularly they use mobile
phones and computers as part of their work on the farm.

2.2. Experimental Design of the Choice Experiment

To elicit the farmers’ preferences for the different characteristics of the VRA technolo-
gies offered, the technology’s potential to increase yields, to reduce the input of fertiliser,
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and to improve groundwater quality were varied. The choice experiment technique hereby
assumes the consumer theory of Lancaster [41], which suggests that consumers derive
utility from the attributes of a good rather than from the good itself. By observing farmers’
choices between different technological alternatives, researchers get an understanding of
which characteristics of the technology farmers prefer, and to what extent they are willing
to pay for it [42,43].

As a first step towards creating the sets of alternatives that were shown to the par-
ticipants (i.e., the choice cards), the most relevant characteristics were identified based
on the focus groups. These had to (1) be features of all different types of VRA technol-
ogy and (2) influence the farmer’s decision based on the results of previous research
(e.g., [14,30]) and (d) be approved by the participants of the focus groups. Among several
possible technology features, the following six were eventually selected and included in
the choice experiment:

• The degree of automation of the technology.
• The potential increase in yields associated with the technology.
• The potential reduction in the use of fertiliser associated with the technology.
• The potential improvement in groundwater quality associated with the technology.
• Whether free personal advice from an expert is provided with the technology.
• The (initial, one-time) cost of adopting the technology.

These six attributes had between 2 and 6 levels as shown below in Table 2.

Table 2. Attributes of the proposed options and description of different levels.

Attribute No. of Levels Levels

Automation 3 Non-automated, Partially automated, Fully
automated

Increase in yields 3 0%, +3%, +5%
Savings in fertiliser 3 0%, −5%, −10%

Improvement of groundwater quality 3 no change, moderate change, strong change
Free expert advice 2 no, yes
Cost of adoption 6 1, 5, 10, 25, 50, 75 (in thousand Euros)

The above attributes were used to generate the experimental design, which determines
the different combinations of features that are shown to the participants as alternatives
per single choice card. As the six attributes and their levels allow the creation of 972 pos-
sible alternatives, we opted for a Bayesian D-efficient design [44] using the experimental
design generator Ngene (a software by Choice Metrics, Sydney, Australia). As all offered
alternatives needed to be realistic technology choices for the farmers, we included design
constraints that avoided random combinations of technology features (e.g., such that rela-
tively low-cost technologies like smartphone apps could only take the values 1000 EUR or
5000 EUR, as any higher amounts would not represent options offered on actual markets).
Along the same lines of argumentation, if a technology option was associated with no
reduction in fertiliser use, it could not be combined with moderate or strong improvement
in groundwater quality). After applying these restrictions, a design with 32 choice cards, di-
vided into eight blocks of four cards, resulted for the experiment. The different alternatives
on the choice cards were presented with pictograms, to support the information uptake
by the participants. As a last step the cards were translated to German, which was then
embedded in the survey questionnaire. Also for the choice cards, an example is presented
in the supplementary material (Supplementary Material S3).

In addition to three technology options, every choice card also included an option
to not choose any technology (i.e., to remain with the status quo). A description of the
attributes is provided in the supplementary material (Supplementary Material S4). To
reduce the amount of cards that every farmer had to process, we applied blocking and
showed each participant only one block of four choice cards instead of all 32 cards.
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2.3. Sample Description

The survey questionnaire, including the choice experiment was completed by 242 farm-
ers from the region. This led to the sample shown in Table 3, of 95% male farmers and 40%
young farmers below 40. Only a relatively small share (2%) was 65 years or older. This
suggests that the average farmer age in our sample was relatively low. In fact, data from the
European Union Farm Structure Survey (EU-FSS) 2013, indicates that the Austrian farmer
population is relatively young compared to other EU countries. For example, Austria
is among the few EU countries with a share of farm managers below the age of 35 of
above 10% and with a share of those aged 55 or older of less than 37% (Eurostat 2013). In
tendency, our sample seems to reflect the relatively young farmer population in Austria. A
majority of the participants had high school or vocational school degrees (73%). College or
university degrees (9% and 10%, respectively) were indicated only by a few farmers. Most
farmers mentioned that they use smartphones (99%) and a PC (97.9%) on their farm.

Table 3. Sample characteristics (percentages, except for last indicator), (the number of farmers that
was interviewed) N = 242.

Indicator Category Value

Sex Male 95.0
Female 5.0

Age below 40 years 39.7
between 40 and 54 years 45.0
between 55 and 64 years 13.2

65 years or above 2.1

Education Primary/elementary school 0.8
High school 37.6

Vocational school 35.1
College/higher education 9.1

University 9.9
Other 7.4

Role on the farm Owner of the farm 83.1
Manager of the farm/cooperative

(employed) 16.9

Other 0.0

Use of IT on the farm Uses smartphone for business 98.8
Uses computer for business 97.9

Farm characteristics

Farm category Long-established family farm 95.4
First generation family farm 2.5

Part of a farming company or cooperative 2.1

Farming system Conventional farming 87.2
Organic farming 12.4

Other 0.4

Farm size less than 5 ha 0.0
between 5 and 25 ha 9.9

between 26 and 50 ha 24.4
between 50 and 100 ha 39.3

between 100 and 500 ha 25.6
between 500 and 1000 ha 0.0

more than 1000 ha 0.0
Don’t know/no answer 0.8
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Table 3. Cont.

Indicator Category Value

Yearly income before tax less than 10.000 EUR 5.0
between 10.001 and 25.000 EUR 22.7
between 25.001 and 50.000 EUR 19.8
between 50.001 and 75.000 EUR 9.9
between 75.001 and 100.000 EUR 5.4

more than 100.000 EUR 2.5
Don’t know/no answer 34.7

Successor for the farm Average probability of having a successor 0.65

It also became clear that most of the respondents (83%) were farm owners, and only a
smaller share were farm managers or employed by farming cooperatives (17%); 95% of the
respondents indicated that their farm is a long-established family farm; 3% indicated that
it is a first generation family farm. Only in 2% of the cases did the respondents represent
a farming company or cooperative. With an average probability of 65%, the farms in the
sample had a successor.

With 87% of the cases, conventional farming practices were prevalent in the sample.
Only 12% reported practising organic farming. Also, this reflects data from the European
Union Farm Structure Survey (EU-FSS) 2010, in which 12.3% of agricultural land in Austria
is declared as dedicated to organic farming (Eurostat 2010a). Overall, our sample seems to
represent the farm population in Austria reasonably well in this regard.

Regarding farm size in our sample, we observed a slight oversampling of larger farms.
In the sample, none of the farms was smaller than 5 hectares and only a few were between 5
and 25 hectares (10%), whereas a relatively large share (26%) reported a size of between 100
and 500 hectares. In comparison to this, the data from the European Union Farm Structure
Survey (EU-FSS) 2010 report a share of smaller farms (<5 ha) of 32%, and a share of farms
between 5 and 30 hectares of 51%. Only 18% of the farms were larger than 30 hectares [45].
Regarding this discrepancy between population statistics and sample, it has to be kept
in mind that these are national statistics, while the sample is drawn from the region of
Lower Austria.

In terms of field crops, a share of 66% of the farmers reported grains as their most
important cultivated crop, while a share of 13.2% indicated sugar beet and 6.2% potatoes as
their most important field crops. Finally, regarding farm income, it is difficult to judge how
representative the sample is, as 35% of the farmers were not willing to indicate their income
bracket in the survey. The full dataset of responses is available in the supplementary
material (Material S5).

2.4. Empirical Models

Data analysis was carried out using Stata (by StataCorp LLC, College Station, TX, USA)
and NLOGIT (by Econometric Software, Inc., Plainview, NY, USA) as statistical software.
After providing summary statistics, we ran a multinomial logit, a random parameters
logit (mixed logit) and a latent class logit model to assess farmers preferences expressed in
the choice experiment. These models are random utility models (see Marschak [46] and
McFadden [47]). In these models, consumer preferences are evaluated based on choices
made in the choice experiment. An underlying random utility function with a stochastic
and a deterministic component is assumed. The deterministic part of the model is specified
as a linear index that varies across individuals and contains a vector of attributes that vary
with the alternatives in the choice experiment, as well as a vector of individual-specific
characteristics. All unobserved factors are captured in a random term.

Depending on the assumptions made regarding the probability density of the unob-
served factors, different models can be run, such as the logit and probit model. The logit
model assumes an extreme value distribution for the random term [48]. A basic model
to be run is the multinomial logit model (MNL), which further assumes that the random
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components of the utility of the alternatives are independently and identically distributed
(i.i.d) with an extreme value distribution. Furthermore, it implies the independence of
irrelevant alternatives (IIA) property, which is based on the assumption that the ratio of
probabilities of two selected options remains the same if other alternatives are either added
or removed, suggesting proportional or symmetric substitution among all choice options.
These models cannot, therefore, account for similarities between alternatives. Furthermore,
they assume that the responsiveness to attributes of different alternatives is homogeneous
across participants in the experiments.

To overcome these shortcomings, a random parameters logit or mixed logit allows
for a random variation in preferences, unrestricted substitution patterns and correlation in
unobserved factors [48]. As additional elements, such models may involve error compo-
nents (EC) or random parameters. This allows the coefficients of the attributes to follow
a particular distribution rather than being fixed. Like this, heterogeneous preferences in
the population can be accounted for. The EC models allow for correlation between the
unobserved utility εni of different alternatives, which overcomes the i.i.d. assumption. This
further can accommodate correlation between alternatives by including a common random
parameter with zero mean in the utility function specification of correlated alternatives [49].
Besides relaxing the assumption of fixed coefficients and error terms, a random parameters
logit model enables a correct treatment of repeated choices.

Nonetheless, the heterogeneity of preferences in the population can also be captured
in a latent class logit model [50,51], which identifies different groups of respondents
that share preferences for certain attributes. In mixed logit models and latent class logit
models differ in the way they represent such preference heterogeneity. The former makes
assumptions about the distribution of the parameter values across the population. The
latter approximates the distribution in a discrete manner [52]. This allows a classification
of respondents, identifying them as distinct groups with shared preferences. Other than
the mixed logit model, the latent class model identifies a discrete number of classes of
respondents. While class affiliation is unknown to the researcher, the prior probability of
respondents to be affiliated with one of the classes can be estimated as a model parameter,
based on observed individual-specific characteristics [52]. Unique utility parameters are
estimated per latent class. The optimal number of classes identified by the model should be
assessed based on information criteria (e.g., Akaike information criterion (AIC), Bayesian
information criterion (BIC)).

3. Results

Among the 242 survey participants, a total of 28 respondents (11.6% of the sample) de-
clined the adoption of any VRA technology across all four choice cards. These respondents
are highly unlikely to invest in a VRA technology. For the remaining farmers, the model
results suggest that the willingness to adopt is determined by the attributes of the VRA
technology that is offered.

3.1. Results Based on the Multinomial Logit Model (MNL) and Mixed Logit Models

We first estimated the multinomial logit model, as a basic model that represents
the average choice parameters. Then, we ran the more advanced models to capture the
heterogeneity in farmer preferences. For the mixed logit model this involved the use
of a Halton sequence of 100 replications in a quasi-Monte Carlo maximum likelihood
simulation [53]. The results of the estimations are provided in Table 4. Models I and II
include the choice attributes only. By contrast, Model III also includes interaction terms
with covariates found to be statistically significant based on a systematic search procedure.
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Table 4. Results of multinomial logit and mixed logit models.

Model I: Multinomial
Logit (MNL)

Attributes Only

Model II: Mixed Multinomial Logit
(MMNL) Attributes Only Model III: MMNL Extended Model

Explanatory Variables Parameter Estimate Parameter
Estimate

St. Dev. Random
Parameters

Parameter
Estimate

St. Dev. Random
Parameters

Choice attributes

Non-automated −0.0013 (0.172) −0.0925 (0.200) 1.139 *** (0.355) −0.122 (0.254) 1.095 *** (0.352)
Partially automated −0.0802 (0.156) −0.1328 (0.183) 1.099 *** (0.303) −0.269 (0.230) 0.797 ** (0.402)

Fully automated −0.5189 ** (0.220) −0.5547 ***
(0.250) 0.047 (0.641) −0.710 ** (0.295) 0.162 (0.538)

Increase yield 3% −0.2992 * (0.159) −0.2633 (0.183) 0.395 (0.610 −0.275 (0.179) 0.247 (0.779)
Increase yield 5% 0.1670 (0.123) 0.1471 (0.153) 1.442 *** (0.285) 0.133 (0.148) 1.275 *** (0.289)
Fertiliser save 5% 0.3342 *** (0.128) 0.4086 *** (0.154) 1.123 *** (0.384) 0.386 ** (0.152) 1.005 *** (0.368)
Fertiliser save 10% −0.1338 (0.144) −0.0863 (0.165) 0.076 (0.419) −0.111 (0.162) 0.079 (0.403)

Medium improvement water
quality 0.3821 *** (0.125) 0.4778 *** (0.153) 0.1298 *** (0.324) 0.465 *** (0.148) 1.118 *** (0.327)

Strong improvement water
quality 0.2944 ** (0.146) 0.3804 ** (0.174) 0.465 (0.762) 0.365 ** (0.168) 0.446 (0.660)

Personal advice 0.2813 *** (0.084) 0.294 *** (0.098) 0.302 (0.610) 0.287 *** (0.098) 0.511 (0.377)
Purchase cost −0.0099 ** (0.005) −0.1446 ** (0.005) 0.005 (0.008) −0.012 ** (0.005) 0.004 (0.007)

Characteristics

Farm medium*non automated 0.175 (0.270)
Farm medium*partially

automated 0.395 (0.247)

Farm medium*fully automated 0.267 (0.264)
Farm large*non automated 0.479 (0.305)

Farm large*partially automated 0.745 *** (0.283)
Farm large*fully automated 0.649 ** (0.298)

Organic*non automated −0.992 *** (0.341)
Organic*partially automated −1.326 *** (0.326)

Organic*fully automated −0.643 * (0.331)

Model summary statistics

Log Likelihood −1256.21 −1240.78 −1226.71
Pseudo R-square 0.06 0.075 0.076

N 968 968 968

Notes: *** significant at 1%, ** significant at 5%, * significant at 10%. Standard errors in parentheses. Farm small = less than 50 ha; Farm
medium = between 50–100 ha; Farm large = larger than 100 ha.

Regarding the goodness of fit, the outcome of a likelihood-ratio test shows that
Model II fits significantly better than Model I, yet Model III, shows the best model fit. In
model I, the estimators for the non-automated and partially automated technologies are
not significant. The increase in yield at the 5% level also does not turn out to be significant
in Model I. The other choice attribute parameters are statistically significant. With the
exception of the increase in yield at 3%, they all have the expected sign.

In model II, preference heterogeneity is accounted for by the inclusion of random
parameters. The dummy coded attributes (degree of technology automation, increase
in yields, fertiliser savings, groundwater quality improvement and expert advice,) are
specified using a uniform distribution [43] and the linear-effects coded attribute cost, using
a normal distribution. As mentioned above, the inclusion of the random parameters
improves the model fit. The random parameters for the non- and partially automated
technologies, the yield increase at 5% and fertiliser saving at 5%, and the medium water
quality improvement demonstrate a significant effect at the 1% level. This indicates that
these choice attributes are subject to preference heterogeneity.

The respondents have a negative preference for the fully automated technology. The
remaining two technology estimates do not have a significant effect on the mean, but the
preference is not constant across the respondents given the significant random parameter
estimate. This indicates that there is a diversity of preferences, being both positive and
negative related to the choice for the non-automated and partially automated technologies.
The increase in yield at 3% seems to not have an effect on the choice made. It is possible
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that the farmers who responded did not consider this effect to be of specific interest in this
choice task. For the 5% increase in yield, only a significant effect is found for the random
parameter. Both estimators for the water quality improvement show a significant effect
indicating the interest to contribute to measures to improve the environmental conditions.
Personal advice was positively valued and shows the importance of offering support to
farmers after the initial purchase. Finally, the cost attribute (purchase cost) is negative
which is in line with the expectation that there is price sensitivity that causes respondents
to be less willing to invest at higher price points.

Comparing the attributes-only results (Model I) with the self-reported importance of
the attributes (measured on a scale from 1 to 5, with 1 indicating the lowest importance
and 5 indicating the highest importance), as listed in Table 5, shows some inconsistencies.
As shown in Table 5, the farmers indicated that the economic aspects of the technology
are most important when making choices. According to the actual choices made by these
farmers in the discrete choice experiment (DCE) (Model I), besides the cost factor, the
environmental aspect of water quality improvements were considered as an essential
feature. The importance of fertiliser reductions and yield improvements are less clear from
the DCE.

Table 5. Importance of attributes in choice tasks measured on a scale from 1 to 5 (ranking in parentheses).

Attribute N Mean Std.dev. Min. Max.

Degree of automation 238 3.06 (6.) 1.10 1 5
Increase in yields 238 3.84 (3.) 1.06 1 5

Reduced use of fertiliser 237 3.86 (2.) 1.13 1 5
Improved water qual 238 3.51 (4.) 1.20 1 5

Personal advice 237 3.23 (5.) 1.23 1 5
Cost 238 4.35 (1.) 1.13 1 5

In model III, the interactions between choice experiment attributes and farm char-
acteristics are presented. The covariates included are farm size, medium 50–100 ha and
large farms of over 100 ha. Those who operated large farms have a clear preference for the
partially automated and fully automated technology over operators of smaller farms, which
can be derived from the interactions of the farm size dummies with the dummies indicating
the degree of automation. Lastly, a dummy variable for organic farming was included as
an interaction term with the technologies. The results show that organic farmers are less
interested in all three technologies included.

3.2. Insights from the Latent Class Model

In addition to the mixed logit model, we also ran a latent class model. Comparing the
model fit parameters of the model presented in Table 6 compared to a model that includes
only the attributes of the choice experiment (and no covariates explaining class affiliation)
we can state that including the covariates increases the model fit. The Log Likelihood
function reduces from −1219.13 (model only including the attributes) to −1205.54 (model
with covariates shown in Table 6) and the Pseudo R-squared increases from 0.092 (model
only including the attributes) to 0.102 (model with covariates shown in Table 6). However,
in absolute terms the explanatory power of the model is relatively low, which was already
stated for the mixed logit models presented earlier.
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Table 6. Results of the latent class model.

Explanatory Variables Class 1 (75.2%)
Parameter Estimates

Class 2 (24.8%)
Parameter Estimates

Choice attributes

Non-automated 0.523 ** (0.229) −1.497 *** (0.539)
Partially automated 0.512 ** (0.214) −1.799 *** (0.531)

Fully automated 0.235 (0.294) −2.824 *** (0.883)
Increase yield 3% 0.183 (0.243) −1.715 *** (0.532)
Increase yield 5% 0.561 *** (0.203) −1.133 ** (0.475)
Fertiliser save 5% 0.251 (0.173) 1.156 ** (0.453)

Fertiliser save 10% 0.002 (0.184) 0.212 (0.435)
Medium improvement water quality 0.675 *** (0.163) −0.293 (0.417)
Strong improvement water quality 0.809 *** (0.233) −1.194 ** (0.537)

Personal advice 0.185 (0.113) 0.833 ** (0.325)
Purchase cost −0.029 *** (0.008) 0.042 *** (0.015)

Class probability model Class 1
Parameter estimates

Class 2
Parameter estimates

Constant 2.887 *** (0.800) fixed parameter
Farmer aged 55 or older −0.716 (0.606) fixed parameter

Organic farmer −1.899 *** (0.659) fixed parameter
Strongly concerned about nitrification of groundwater −1.676 (1.086) fixed parameter

Interviewed by Interviewer 2 −1.716 *** (0.665) fixed parameter
Interviewed by Interviewer 4 −2.082 *** (0.749) fixed parameter
Interviewed by Interviewer 5 −1.392 ** (0.701) fixed parameter

Model summary statistics
Log Likelihood −1205.54

Pseudo R-square 0.102
N 968 servations (242 respondents)

Notes: *** significant at 1%, ** significant at 5%. Standard errors in parentheses.

Based on the results from the latent class model, we can identify two groups of farmers
with different preferences. The first latent class that can be identified comprises about
75% of the farmers in the sample. These farmers show rational preferences and express
a general interest in VRA technologies, in particular for the non-automated technologies
and the partially automated technologies (both significant at 5% level). Fully automated
technologies do not seem to be appreciated by this group of farmers. They greatly value
strong increases in yields (significant at 1% level) yet show no preference for savings in
fertiliser. These farmers value both medium and strong improvements in water quality
(both parameters significant at 1% level) but show no preference for personal advice
that comes with the technology. The price coefficient is significant and negative, which
is in line with rational economic behaviour. For the farmers in Class 1 we can thus
conclude that they seem to be interested in adopting non-automated or partially automated
technologies, in particular when they entail high potential increases in yields as well
as strong improvements in water quality. We would thus expect that these farmers are
generally willing to adopt VRA technologies in case they entail the preferred features.
From the class probability model, we can infer that Class 1 comprises a higher share of
conventional farmers as compared to organic farmers.

Another group of farmers (Class 2), comprising about 25% of the sample, shows,
however, slightly irrational preferences. These farmers did not only express a strong and
significant disapproval of all types of VRA technologies but also for many of their features
such as increases in yields and increases in water quality. The only attributes they value
are moderate savings in fertiliser (significant at 5% level) and personal advice (significant
at 5% level). However, the positive and significant parameter estimate for cost shows
that these farmers did not follow economic rationality in their choices. Therefore, it is
difficult to explain the preferences of this latent class. From the class probability model,
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we can infer that Class 2 comprises a higher share of organic farmers as well as farmers
who were interviewed by interviewers 2, 4 and 5, compared to Class 1. Whereas the
disapproval of farmers interviewed by interviewers 2, 4 and 5 cannot be explained ex post,
the general disapproval of technologies by organic farmers seems somewhat plausible. As
organic farmers usually do not use chemical fertilisers, one of the major advantages of
VRA technologies does not materialise for them, which makes it comprehensible that their
interest in these technologies is very limited.

4. Discussion and Conclusions

Based on the insights from the survey and the choice experiment, we can conclude
that farmers’ interest in the fully-automated technology is limited in the study area. This
makes it very unlikely that this technology will be widely adopted in the short term in
Lower Austria. Partially and non-automated technologies stand better chances of adoption
by farmers.

Nevertheless, about 75% of the respondents expressed a general interest in VRA
technologies. Their preference is geared towards non-automated and partially automated
technologies. Technology cost, yield improvements and environmental improvements
were found to be important drivers for this group of farmers. The latter is in line with the
findings of another study [22] that observed that the early adoption of precision agriculture
technologies in the US was favourably influenced by farmers’ beliefs in the environmental
benefits of these technologies. Although fertiliser savings were self-reported by farmers
as an important feature of VRA technology, this did not turn up as a key feature in the
choice experiment. More specifically, fertiliser savings did not have a significant effect on
the choices made by the farmers. It is possible that the low cost of fertilisers in Austria
have influenced this finding. Although the presented VRA technologies could reduce the
fertiliser costs of the farmers, the impact is marginal related to the total costs incurred on
the farm.

Despite the fact that in general, farmers perceived the problems addressed by the VRA
technologies (i.e., nitrification of groundwater, water scarcity) to be less of a challenge com-
pared to other issues (e.g., bureaucracy, market conditions, extreme weather events), the
improvement in groundwater quality was valued quite strongly in the choice experiment.
Groundwater problems are a specific concern in the region and our results suggest that
although farmers are confronted with bigger problems, they are interested in contributing
to a solution for improving groundwater quality.

Several farm(er) characteristics proved influential for the choices made by the farmers.
One of the main influential factors is the farm size. The non-automated technologies are
more strongly preferred by small and medium-sized farms (up to 50 ha), the partly auto-
mated technologies are more geared towards medium-sized farms. The fully automated
technologies are of interest only for larger-scale farms of over 100 ha. Furthermore, smaller
farms turned out to be less interested in fertiliser savings. The financial gains for these
farms’ sizes might not be large enough to make the investment worthwhile. Both findings
suggest that economies of scale play an important role, which confirms the suggestions
in [12,13] that high investment cost and small plot size are major barriers to adoption of
VRA technologies. Furthermore, the farming technique seems to influence the interest for
VRA technologies. Conventional farmers seem, in tendency, to be more interested in the
VRA technologies than organic farmers. A reason might be that VRA systems for organic
fertiliser have so far only been applied on an experimental basis in Austria [53].

VRA technologies can be rather costly for individual farmers. Our results suggest that
for many farmers the initial financial investment is a major barrier for the adoption of these
innovative farming technologies. This holds in particular under the market conditions at
the time the survey was conducted, which were rated among the greatest challenges for
farmers in the survey. Farmers who were familiar with VRA technologies through other
farmers indicated a significantly higher interest in the technologies. Having a chance to
observe and experience the use of precision farming technologies on the plots of a fellow



Agronomy 2021, 11, 1965 12 of 14

farmer increases the likelihood of adopting such a technology on one’s own farm, as also
mentioned by [18]. Network effects seem essential for the uptake of VRA technologies [28],
which has also been suggested before in other studies [54–56].

Therefore, we conclude that to promote VRA technologies, a combination of financial
support, possibly through subsidies, as well as promoting networking and knowledge-
sharing among farmers is crucial. In our survey, farmers indicated that they most often
turn to neighboring farmers and independent advisors for farming-related information.
The use of these channels seems important to reach the farming community at large. A
study by the European Parliament proposes incentives for cooperation between farmers
and the necessity to include farm advisors in the process of digitalisation as many solutions
are perceived to be too complex [57].

In our future work we will put even more focus on the way how and by whom
information is communicated as it turns out to be one of the decisive factors of technol-
ogy adoption.
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