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Table S1. Pseudo code of categorization 

 
 

Algorithm: Categorization 

Input: ℳ: n × 𝑑 recipe dataset, n: Number of recipes, 𝑑: Number of materials. 

Output: 𝐶: Category set. 

1: Binning process 

2: 𝐟𝐨𝐫 𝐞𝐚𝐜𝐡 𝑢 ∈ ℳ 𝐝𝐨 

3:   𝐢𝐟 𝑢 > 0           //           If 𝑢 is bigger than zero, replace the value of 𝑢 with “T.” 

4:       replace 𝑢 value with “T”  

5:   𝐢𝐟 𝑢 = 0          //            If 𝑢 is zero, replace the value of 𝑢 with “F.”  

6:       replace 𝑢 value with “F” 

7:  𝐞𝐧𝐝 

8: ℳ → ℳ′            //       Recipe dataset replaced with “T” and “F” after binning process. 

9: Categorization process 

10: 𝐟𝐨𝐫 𝐞𝐚𝐜𝐡 𝑢 ∈ ℳ′ 𝐝𝐨 

11:    arrange 𝑢 from 𝑢 (n, 1) to 𝑢 (n, 𝑑)       //      Make code 𝑎 consisting of “T” and “F.” 

12:    give the arranged code 𝑎 to data point (n, )  //      Give code 𝑎 to each recipe. 

13: 𝐟𝐨𝐫 𝐞𝐚𝐜𝐡 code 𝑎 ∈ ℳ′ 𝐝𝐨 

14:    𝐟𝐨𝐫 𝐞𝐚𝐜𝐡 code 𝑏 ∈ ℳ′ ∖ 𝑢 𝐝𝐨  

15:       𝐢𝐟 𝑎 = 𝑏  //  If 𝑎 and 𝑏 are same, add the recipes to the same category 

16:          add (𝑎, 𝑏) pair to the same category in the category set 𝐶 

16: 𝐑𝐞𝐭𝐮𝐫𝐧 𝐶 


