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Abstract: As one of the most successful crystallographic theories for phase transformations, martensitic
crystallography has been widely applied in understanding and predicting the microstructural features
associated with structural phase transformations. In a narrow sense, it was initially developed based
on the concepts of lattice correspondence and invariant plane strain condition, which is formulated
in a continuum form through linear algebra. However, the scope of martensitic crystallography has
since been extended; for example, group theory and graph theory have been introduced to capture
the crystallographic phenomena originating from lattice discreteness. In order to establish a general
and rigorous theoretical framework, we suggest a new notation system for martensitic crystallography.
The new notation system combines the original formulation of martensitic crystallography and Dirac
notation, which provides a concise and flexible way to understand the crystallographic nature of
martensitic transformations with a potential extensionality. A number of key results in martensitic
crystallography are reexamined and generalized through the new notation.
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1. Introduction

In the literature, martensitic crystallography is one of the earliest theories of phase
transformations [1–4]. The fundamental concepts and mathematical treatments in martensitic
crystallography are widely adopted by other crystallographic theories, such as O-lattice theory,
edge-to-edge theory, structural ledge theory, invariant line theory, topological theory, etc. [5–11].
The starting point of martensitic crystallography is the concept of lattice correspondence, which
originated from Bain’s discovery of the transformation path between face-centered cubic (FCC) and
body-centered cubic (BCC) crystals in 1924 [12]. After that, two parallel theoretical branches can
be distinguished. The first branch is led by the developments of Wechsler-Lieberman-Read (WLR)
theory and Bowles-Mackenzie (BM) theory [13–16], in which the so-called invariant plane strain
condition is introduced as a fundamental geometric constraint. Following this line, a few classic
books are finished, which not only generalize the geometric constraint to compatibility condition
but also establish a mathematical framework in a continuum form [1–3,17]. In a narrow sense,
the term of classical martensitic crystallography only refers to this branch, which is usually called
phenomenological theory of martensitic crystallography. On the other hand, the focus of the second
branch is the change of crystal structure and symmetry during martensitic transformations [18–21].
Originating from lattice discreteness, crystal symmetry and symmetry breaking are investigated
through group theory and representation theory, which leads to pathway (or state) degeneracy
during martensitic transformations [22–29]. In this branch, the symmetry break is associated with
a lattice correspondence connecting the initial and final crystal structures, without decomposed
mathematical steps during the transformation. Despite the importance of the two theoretical
branches, the connection between them was not well recognized for a long time, since distinctively
different mathematical tools are utilized. However, in 2004 the intersection of the two branches was
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indicated in the work of Bhattacharya et al. [30] on the investigation of the reversibility of martensitic
transformations. Following this work, a graph theory approach was developed to systematically
analyze the transformation pathway connectivity associated with the symmetry breaking processes,
which provided a general understanding of the crystallographic coupling between structural phase
transformations and transformation-induced defects [31,32]. However, the mathematical connection
between the two branches is still not clearly identified, partially due to the lack of a systematic notation
in common. From a historical point of view, it is clear that the scope of martensitic crystallography is
greatly broadened during these years, and the study of martensitic crystallography should require a
combination of different mathematical tools, including linear algebra, group theory, representation
theory, invariant theory, graph theory, etc. Unfortunately, the “languages” used in those mathematical
tools are usually different and even inconsistent. The aim of this paper is to suggest a rigorous and
consistent notation system (a common language) which can be conveniently utilized in both the above
branches of martensitic crystallography theory.

As mentioned by Dirac, “a good notation can be of great value in helping the development of
a theory” [33]. As a well-known example, Dirac introduced the bra-ket notation (also called Dirac
notation, using symbols of “< > |”) to describe the theoretical construct of quantum mechanics
in 1939, with its mathematical precursors in Grassman’s work nearly 100 years before [34]. As a
convenient formulation to denote abstract vectors and linear functional in mathematics, Dirac notation
plays a significant role on the development and popularization of quantum mechanics, which is
broadly adopted in many textbooks. Note that Dirac notation is a mathematical notation for linear
algebra, which is not necessarily associated with quantum mechanics. Theoretically, the bra-ket
notation is designed for the formulation of a second-rank tensor (matrix), which describes a binary
linear relation between two vectors. The advantages of bra-ket notation include: (1) abstract forms
of vectors and tensor operators without specifying any basis; (2) an explicit symbol for a basis;
(3) the mathematical equivalence between basis vectors and state vectors; (4) the distinction between
left and right multiplications of a tensor operator; and (5) the distinction between inner and outer
products. As a consequence, the formulations with bra-ket notation have a considerable flexibility
in symbolic computation, which directly suggests the basis-independent nature of abstract relations.
Dirac notation also has a potential extensionality to describe high-order tensors, in which more types
of vectors, additional to bra and ket, could be defined in a similar way.

In the literature, the notation issue of martensitic crystallography has not been well recognized.
Since most of the existing works consider the symmetry breaking to be associated with point symmetry
only (within one Ericksen-Pitteri neighborhood [20,24,30]), a fixed choice of basis and reference is
acceptable. In other words, all of the operators can be represented as conventional matrices in a
fixed basis and a fixed reference. However, with several Ericksen-Pitteri neighborhoods taken into
account, we have to involve the change among multiple bases originating from the translational
symmetry of crystals, which requires a self-explanatory notation system. In the history of martensitic
crystallography, there is an enlightening notation system initiated by Bowles and Mackenzie (refer
as BM notation thereafter) [15], and further developed by Christian [35]. Using symbols of “( ) [ ];”,
BM notation is fundamentally similar to Dirac notation, and it also provides an explicit symbol for
a basis. However, brackets in BM notation always appear in pairs [15,35], while bra or ket in Dirac
notation can be used individually. In other words, a basis has to be specified in BM notation, which
is unnecessary in Dirac notation. In fact, the comparison between BM notation and Dirac notation
does imply an antitype of notation in martensitic crystallography. Because of the lack of flexibility,
BM notation has not been adopted in group theory and representation theory, which are used for the
second theoretical branch.

In this paper, we suggest a new notation system to describe martensitic crystallography.
A martensitic transformation between two crystal structures are considered as a binary relation
between two structural states, which can also be interpreted as a second-rank tensor operator linking
two sets of vectors (in which a state corresponds to a set of vectors). We reexamine the fundamental
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equations in martensitic crystallography and provide a number of reformulations independent of
the choice of basis and reference. A concise and rigorous notation system could be of great value in
helping the further development and popularization of martensitic crystallography theory.

2. Mathematical Methods and the New Notation System

For convenience, we use different types of symbols for different types of mathematical objects
throughout this paper, as listed in Table 1.

Table 1. Mathematical objects and symbols.

Objects Symbol Description Examples

Set, group Italic upper-case letter L
Matrix Bold upper-case letter G

Column vector Bold lower-case letter a
Tensor operator Bold upper-case letter with ˆ T̂
Reciprocal basis Superscript * A*

Matrix transpose Superscript T GT

In an n-dimensional vector space, we consider a crystal lattice, which can be fully described by a
set of linear-independent lattice vectors:

A “ ta1, a2, . . . , anu (1)

Let us introduce the double square bracket, |Aw, to denote a structural state, with its lattice vector
set indicated by A. Such a notation is a direct generalization of Dirac notation [36]. A ket describes a
state vector in Dirac notation, while it describes a state vector set (a set of vectors representing a state)
in our new notation. For convenience, |Aw can be defined as a combination of n column vectors, which
leads to an n ˆ n square matrix:

|Aw Ñ
”

a1 a2 ¨ ¨ ¨ an

ı

(2)

Parallel to the definition of bra-ket notation, vA| can be defined as a combination of n row vectors,
which also leads to an n ˆ n square matrix:

vA| Ñ

»

—

—

—

—

–

aT
1

aT
2
...

aT
n

fi

ffi

ffi

ffi

ffi

fl

(3)

vA| can be considered as the transpose of |Aw. Up to now, we do not specify the basis in which
|Aw (or vA|) is represented. In other words, the structural state of |Aw can be represented in any basis
we choose, and the matrix representation of |Aw (or vA|) would depend on the choice of basis.

Meanwhile, the set of A itself can be regarded as a basis in the vector space. If |Aw is represented
in the basis of A, we should expect an identity matrix. To make this relation consistent with the above
definition, we have:

vA˚|Aw “ I (4)

where A* is the reciprocal basis of A:

A˚ “ ta˚1 , a˚2 , . . . , a˚n u (5)

In general, a structural state |Aw represented in basis B is described by vB˚|Aw.
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According to the above definitions, the following fundamental relations can be easily proved:

(i) vA˚|Aw “ vA|A˚w “ I;

(ii) vB|Aw “ vA|BwT ;

(iii) vB|Aw´1
“ vA˚|B˚w;

(iv) In particular, if A is an orthonormal basis, |Aw “|A˚w, so that vA|Aw “ I.

The above definitions and relations are directly generalized from the inner product properties in
bra-ket notation. Theoretically, when a structural state is represented in a specific basis, the associated
matrix calculations are equivalent to that used in the classical theory of martensitic crystallography.
However, the advantage of bra-ket notation comes from the separation of bra and ket, which provides
a mathematical flexibility without specifying any basis.

If we apply an identity operator Î (no deformation) on state |Aw, we have:

|Aw “ Î |Aw (6)

Parallel to the definition of the outer product, we can rearrange the above equation and obtain:

Î “ |AwvA˚| (7)

In general, if we apply a deformation operator T̂ on state |Aw and obtain state |Bw, we have:

|Bw “ T̂ |Aw (8)

or T̂ “ |BwvA˚| (9)

The above abstract relation, which is independent of the choice of basis, has not been directly
identified in the literature, even though its physical meaning is straightforward, i.e., the lattice
described by |Aw transforms into |Bw through the deformation operator T̂. Theoretically, T̂ is a
tensor operator associated with two independent bases, e.g., vC2|T̂|C1w, and there is no constraint
on the choice of C1 and C2 bases. For convenience, both state and operator are usually represented
in a Cartesian coordinate system (i.e., orthonormal basis), and we use C (with possible subscript) to
describe a Cartesian coordinate system. In fact, several different specific representations (tensor or
matrix form) of T̂ are defined and used in the literature. For example, when C1 = C2, vC2|T̂|C1w is the
same as the deformation gradient matrix defined in continuum mechanics [2,37,38]. When vC2|T̂|C1w

is a symmetric matrix with proper choices of C1 and C2, it is named as the transformation matrix in
Bhattacharya’s book [2]. Note that the symmetry of the transformation matrix is caused by the specific
choice of bases, which is not an intrinsic nature of martensitic transformations. Both of the above
choices of C1 and C2 rely on specific relations between C1 and C2, which are theoretically unnecessary.
In the history of martensitic crystallography, the most important representation of T̂ leads to the
so-called correspondence matrix [1,15,35]. For example, when |Aw is FCC and |Bw is BCC, C1 and C2

are chosen as the principal bases of the FCC and BCC lattices, respectively.

vC2|T̂|C1w “ vC2 |BwvA˚|C1w (10)

Note that the above representation of T̂ only depends on vC2|Bw and vA˚|C1w, without any
prior assumed spatial relationship or unit length relation between C1 and C2. In other words,
the correspondence matrix describes a lattice correspondence relation regardless of the lattice
parameters of and orientation relationship between the two lattices.

The advantage of the new notation becomes clearer when we consider the left and right
multiplications of |Aw. A tensor operator on the left describes a uniform deformation on |Aw (it could
be a mirror operation in a general sense).
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T̂|Aw “ T̂|C1wvC1 |Aw (11)

The choice of C1 is arbitrary here.
A matrix operation on the right describes another kind of relation between the two bases.

For example:
|AwG “|Bw (12)

or G “ vA˚|Bw (13)

If G is a matrix belonging to the so-called general linear group GLn(Z), it can be proved that |Aw
and |Bw are equivalent crystal lattices [20].

Here we need to clarify the difference between T̂ and G. T̂ and G describe two kinds of relations
between two structural states. T̂ is an abstract operator (the outer product of two states), the matrix
representation of which depends on the choice of the two associated bases. In contrast, G is a matrix
operation (inner product) fully determined by the two states. In fact, the difference between T̂ and G
originates from the definition of |Aw through column vectors (if they are row vectors, the roles of T̂
and G will be interchanged).

3. Crystallographic Results through the New Notation

In order to show the utilization of the new notation in martensitic crystallography, we arranged
Section 3 in the following way. The symmetry of an individual crystal is shown in Section 3.1, while
the symmetry breaking process between two crystals is discussed in Section 3.2. In Sections 3.2.1
and 3.2.2, the symmetry breaking and pathway connectivity of martensitic transformations are
analyzed, respectively, which belong to the second theoretical branch. In Section 3.2.3, kinematic
compatibility condition (or invariant plane strain condition) is revisited by using the new notation,
which belongs to the first theoretical branch.

3.1. Symmetry of an Individual Crystal

A crystal lattice |Aw has both point symmetry and translational symmetry. Here we consider a
matrix operation G P GLnpZq, and all equivalent lattices of |Aw can be described by |AwG, without
specifying any basis.

We consider an arbitrary orthogonal operator, Q̂. The point group of |Aw can be described as:

LA “ Lp|Awq “ tG : Q̂|Aw “|AwG, G P GLnpZqu (14)

In the literature, LA is the so-called lattice group [20,22,26]. By using the property of orthogonal
operator Q̂TQ̂ “ Î, we can eliminate Q̂ in the definition of LA.

LA “
!

G : vA|Aw “ GTvA|AwG, G P GLnpZq
)

(15)

From the above equation, it is clear that the symmetry of a crystal lattice |Aw is independent of the
choice of basis. vA|Aw is the representation of |Aw in A* basis. More mathematical details about the
lattice group can be found in the literature [20–27].

Consider a point symmetry operation of lattice |Aw, with an operator P̂A. We have:

P̂A|Aw “|AwGA (16)

or GA “ vA˚|P̂A|Aw (17)

Note that P̂A is a point symmetry operator of |Aw, while GA is a point symmetry operation matrix
in the lattice group of |Aw. The above equation establishes a one-to-one correspondence between the
operator P̂A and matrix GA (for a given lattice |Aw). In other words, P̂A and GA describe the same
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point symmetry of |Aw (or GA is another way to describe P̂A based on representation theory). However,
the representation form of P̂A depends on the choice of basis, while GA can be determined without
specifying any basis. In the literature of martensitic crystallography, it has not been well recognized
that a few critical results are independent of the choice of basis, partially because of the lack of a
scientific notation system.

3.2. Transformation between Two Crystal Lattices

From the physical point of view, there are several crystallographic phenomena associated with
a martensitic transformation. First, because of the broken symmetry in the parent phase, a few
crystallographically equivalent transformation pathways are generated, which leads to equivalent
structural states in the product phase. Second, the transformation pathways connect multiple
structural states directly or indirectly, which could establish a complex transformation pathway
network, especially during forward and backward transformation cycles. Third, the generation of
multiple structural states during the phase transformation produces deformed domains in crystalline
materials, and the spatial arrangement of the domains raises geometric compatibility issues at the
macroscopic level.

Mathematically, a transformation between two lattices, |Aw and |Bw, can be described as a mapping
relation between two structural states:

|Bw “ T̂B,A|Aw (18)

The lattice groups of |Aw and |Bw are LA and LB, respectively, as determined through Equation (15).
Note that LA and LB are not independent, since |Aw and |Bw are linked through T̂B,A in Equation (18).

3.2.1. Transformation Pathway Degeneracy

Consider a symmetry operation matrix GB P LB. GB is a point symmetry of |Bw inherited from
|Aw if and only if GB P LA. In other words, considering GA P LA and GB P LB, GA and GB are the
corresponding point symmetry operations if and only if GA “ GB. Furthermore, it can be proved that:

GA “ GB ô P̂A “ T̂T
B,AP̂AT̂B,A (19)

The above relation suggests equivalence between a matrix equation and an operator equation.
The operator equation has been used to determined pathway degeneracy in the literature [28,29].

Here we can determine the common symmetry operations in LA and LB, which is in fact an
intersection group of LA and LB (also called the stabilizer group in the literature).

S “ LA X LB (20)

During the forward transformation from |Aw to |Bw, only the symmetry operations in S are
preserved, while other symmetry operations originally in LA disappear. During the backward
transformation from |Bw to |Aw, only the symmetry operations in S are preserved, while other
symmetry operations originally in LB disappear. As a result, the transformation pathway degeneracy
(i.e., the number of equivalent transformation pathways) for |Aw Ñ|Bw and |Bw Ñ|Aw can be
determined through Lagrange’s Theorem [28,29,39], as shown in Equations (21) and (22), respectively:

nAÑB “
|LA|

|S|
(21)

nBÑA “
|LB|

|S|
(22)

where |S| indicates the order of the group S, i.e., the number of elements in S.
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One special case can be easily checked with the above equations, when T̂B,A is an orthogonal
operator, i.e., T̂T

B,AT̂B,A “ Î. In this case, vA|Aw “ vB|Bw, so that LA “ LB. As a result, there is no
symmetry loss during the transformation between |Aw and |Bw, so that |Aw and |Bw are in fact the same
structural states. A typical example of this occurs when T̂B,A is a rotation operator.

3.2.2. Transformation Pathway Connectivity

In the literature, the so-called phase transition graph (PTG) is introduced to capture the pathway
connectivity during martensitic transformations [31]. In a PTG, each vertex corresponds to a structural
state, while each edge (connecting two vertices) corresponds to a transformation pathway (between
two structural states). Combined with previous results, we know that each structural state can be
described by a unique matrix (i.e., vA|Aw), while each edge can be described by a transformation
operator T̂B,A (connecting states of |Aw and |Bw). Since the definition of the lattice group LA only
depends on vA|Aw, different structural states have different lattice groups. Because the representation
of the transformation operator T̂B,A depends on the choice of bases, we usually use vCB|T̂B,A|CAw for
convenience, where CA and CB are the principal bases of |Aw and |Bw, respectively. In order to construct
a PTG, we start with an arbitrary state |Aw (as the reference) and calculate vA|Aw. Then, we calculate
its connected state |Bw through the transformation operator and obtain vA|T̂T

B,AT̂B,A|Aw. It is clear that
both vA|Aw and vA|T̂T

B,AT̂B,A|Aw are independent of the choice of basis. Theoretically, we can calculate
other structural states one by one in this way. In fact, the choice of reference state does not affect the
construction of a PTG, since we can always make a change of reference through a right multiplication
matrix, e.g., |Aw1 “|AwG, where |Aw1 is the new reference state and G P GLnpZq links the two structural
states with an equivalent lattice.

The detailed mathematical procedure to construct a PTG can be found in the literature [31,32].
A typical example of the square to hexagonal transformation in two dimensions is presented in the
Appendix A.

3.2.3. Geometric Compatibility

From a mathematical point of view, all of the previous calculations are based on matrix
multiplication. However, matrix addition (and subtraction) has to be involved in this part to define a
compatibility condition. Note that two states (or two operators) can be added together only if they are
represented in the same basis (or bases).

Here we consider the formation of a planar boundary between two neighboring domains in |Aw
and |B1w. The kinematic compatibility condition (or invariant plane strain condition) can be written
as [2,30]:

|B1w ´ |Aw “|bwvn|Aw (23)

where b is the shear vector and n is the boundary plane normal. |bw can be considered as a
one-dimensional basis, with one non-zero vector b and two zero vectors (similar for vn|).

Since |Aw is the reference state (arbitrarily chosen), the above equation can be converted to operator
form (with |B1w “ T̂B1,A|Aw considered):

T̂B1,A ´ Î “ |bwvn| (24)

The above equation can be solved in any basis. One convenient way is to assume that the two
lattices are represented in their own bases as vCA|Aw and vCB1|B1w. As a result, the above operator
equation can be represented as a matrix equation:

vCA|CB1wvCB1|T̂B1,A|CAw ´ vCA|Î|CAw “ vCA|bwvn|CAw (25)
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The unknowns to be solved in the above equation are vCA|CB1w, vCA|bw, and vn|CAw. If CA and
CB1 are two Cartesian coordinate systems with the same unit length, vCA|CB1w is a rotation matrix
describing the orientation relationship between the two bases (as well as the two lattices).

For a more general case, we consider the formation of a planar boundary between two neighboring
domains in |B1w and |B2w. The compatibility condition can be written as:

|B2w´|B1w “ |bwvn|Aw (26)

The operator form is:
T̂B2,A ´ T̂B1,A “ |bwvn| (27)

The representation in the CA basis is:

vCA|CB2wvCB2|T̂B2,A|CAw ´ vCA|CB1wvCB1|T̂B1,A|CAw “ vCA|bwvn|CAw (28)

If the above equation is left multiplied by vCB1|CAw and right multiplied by vCA|T̂´1
B1,A|CB1w, it is

reduced to the same form as Equation (25). The mathematical details to solve Equations (25) and (28)
are not presented here, but can be easily found in the literature [1–3,13–16].

Even though Equation (27) is clearly basis-independent, we have to specify a basis to solve
it (e.g., Equation (28)), because the orientation relationship between the bases is a piece of output
information of the kinematic compatibility condition (or invariant plane strain condition), which
has to be described in a basis (the choice is arbitrary). In contrast, the solutions of other equations
(e.g., Equations (13), (15), (20), (21), and (22)) do not depend on the choices of basis, which is clearly
suggested by the equations formulated in our new notation.

4. Summary

Based on the existing knowledge in martensitic crystallography, we suggest a new notation system
with the following major features:

(1) A deformation on a crystal lattice is regarded as a linear operation on a structural state.
(2) Abstract forms of states and operators are provided, without specifying any basis.
(3) An explicit symbol is given to elucidate the basis (or bases) associated with a matrix representation

of a state (or an operator), which makes all mathematical equations self-explanatory.
(4) A series of key results in martensitic crystallography can be easily proved to be independent of

the choice of basis and reference.

The new notation is applied to reexamine the fundamental problems in martensitic crystallography,
which leads to concise and abstract formulations. Taking advantage of the convenience of the new notation,
we would expect to reformulate martensitic crystallography in a general and rigorous framework with a
potential extensionality.
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Appendix A. Case Study of the Square to Hexagonal Transformation in Two Dimensions (2D)

A phase transition graph for the transformation between square and hexagonal lattices is shown
in Figure A1. Structural states in a square lattice (i.e., |S1w, |S2w, |S3w, |S4w and |S5w) are represented
by blue vertices, while structural states in a hexagonal lattice (i.e., |H1w and |H2w) are represented by
yellow vertices. The intrinsic link among all the states is the lattice correspondence, which is shown by
corresponding vector sets. In other words, all of the vectors described by red arrows correspond to
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each other (similar for all the vectors described by green arrows). Starting from a square lattice, we
choose two independent vectors to describe this structural state (as shown by red and green arrows
near vertex S1 in Figure A1). Theoretically, the choice of the vector set defines a reference. Starting
from S1, we can obtain H1 and H2 after a square to hexagonal transformation, and then S2 ~S5 after a
transformation cycle.

The crystallographic information for each structural state is listed as follows:

vS1|S1w “

«

1 0
0 1

ff
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The point symmetry in common for |S1w and |H1w can be determined as:
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(A15)
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Figure A1. Phase transition graph for the square to hexagonal transformation in two dimensions (2D).
The red and green arrows in each state describe two independent vectors in a 2D lattice. They also
indicate the lattice correspondence among all of the structural states.

According to Equations (21) and (22), there are two equivalent pathways for the transformation
from a square to a hexagonal lattice, and three equivalent pathways from a hexagonal to a square lattice.
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Note that all of the above crystallographic results are independent of the choice of basis.
For example, we can calculate vS2|S2w in S1 basis and S3 basis and compare the results.

vS2|S2w “ vS2|S1wvS˚1 |S2w “

«

1 0
1 1

ff«

1 1
0 1

ff

“

«

1 1
1 2

ff

(A16)

vS2|S2w “ vS2|S3wvS˚3 |S2w “

«

1 0
2 1

ff«

1 1
´1 0

ff

“

«

1 1
1 2

ff

(A17)
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