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Abstract: The study of the effects of impurity on grain boundaries is a critical aspect of materials
science, particularly when it comes to understanding and controlling the properties of materials for
specific applications. One of the related key issues is the segregation preference of impurity atoms in
the grain boundary region. In this paper, we employed the on-the-fly machine learning to generate
force fields, which were subsequently used to calculate the segregation energies of phosphorus and
silicon in bcc iron containing the ∑5(310)[001] grain boundary. The generated force fields were
successfully benchmarked using ab initio data. Our further calculations considered impurity atoms at
a number of possible interstitial and substitutional segregation sites. Our predictions of the preferred
sites agree with the experimental observations. Planar concentration of impurity atoms affects the
segregation energy and, moreover, can change the preferred segregation sites.

Keywords: DFT calculations; machine learning; grain boundaries; impurity segregation

1. Introduction

The polycrystalline materials used in the majority of technological applications are
composed of many smaller or larger grains, each having its own crystallographic orientation.
Grain boundaries (GBs), the interfaces that exist between individual grains, represent
planar lattice defects critical in determining the properties and behavior of polycrystalline
materials [1,2]. GBs can act as obstacles to the motion of dislocations, impacting the
material’s strength and ductility. They can also form the weakest regions of the crystal,
leading to intergranular fracture. Their effect can be seen not only in a reduced cohesion
due to different coordination of atoms and often locally reduced density, but also in
different chemical composition because impurities tend to segregate preferentially to grain
boundaries [3–5].

Impurities can affect the mechanical properties of grain boundaries. For example, the
presence of certain elements may lead to embrittlement of the grain boundaries, making
the material more prone to fracture [6–8]. Therefore, studies of grain boundaries and the
effect of impurity segregation are essential in the field of materials science and engineering,
and much effort has been devoted to both experimental and theoretical research in this
field. Theoretical methods often aim to calculate the cohesive (cleavage energy) or tensile
strength of GB to estimate the effect of segregated impurities on the mechanical response
of polycrystals. Although reduced cohesion of grains due to impurities segregated to the
GB has been reported in numerous papers, it is not the only mechanism of intergranular
embrittlement. For example, Ko et al. [9] reported for the case of phosphorus in iron that
the governing mechanism of the intergranular embrittlement is inhibition of nucleation
of dislocations near the crack rather than the conventional reasoning that focuses on the
GB decohesion. However, regardless of the embrittling mechanism, correct prediction of
preferential segregation sites remains a crucial issue. Some of the theoretical predictions
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are in conflict with experimental observations (see, e.g., the discussion in Ref. [10]). There
are several explanations for such a disagreement. Some of them are based on the effect of
entropy terms [10] at elevated temperatures, which are often neglected in atomistic calcu-
lations, and only few studies considering the entropy have been published so far [11–14].
Another explanation is based on the limited size of computational cells [15].

Among the theoretical methods used for periodic systems, metallic ones in particular,
ab initio calculations employing the density functional theory (DFT) belong to those most
accurate. Unfortunately, they have certain limitations that arise from their high computa-
tional demands. The most serious limitation is the limited size of simulation cells, which
sometimes leads to unrealistic concentrations of impurities or a limited amount of degrees
of freedom. Calculations based on empirical or semi-empirical interatomic potentials are
computationally much cheaper, but often at the price of reduced accuracy and reliability.
A certain way to greatly reduce computational cost but without the need to sacrifice the
accuracy is the application of force fields generated by machine learning. Prediction of
desired property is performed automatically by interpolations between known training
systems that were previously calculated from first principles [16]. An automatic way to
pick ab initio data and add them to the training set is the on-the-fly learning during the
run of the ab initio molecular dynamics simulation. Recent studies of grain boundaries
using machine learning approaches [13,17–19] reported results very encouraging for wider
applications of these methods.

The aim of this paper is to employ machine-learned force fields for calculations of
segregation energy in computational cells, which are large enough to also address the effect
of impurity concentration on the predicted segregation sites. We focus on two impurity
atoms, phosphorus and silicon, in bcc iron that contains the symmetric ∑5(310)[001] tilt
grain boundary, where the ∑ value represents the volume of the coincident site lattice (CSL)
of the grain boundary in terms of the volume of the unit cell of the crystal. The subsequent
indices in the round and square brackets are the Miller indices of the GB plane and the
shared tilt axis, respectively. For a more detailed explanation, the reader is referred to
books such as Sutton and Balluffi [1], Randle [20], or Lejček [2]. The reason for choosing
the two aforementioned impurities is the order-of-magnitude different solubility of these
two elements in iron (0.033 for P vs. 0.305 for Si [2]), and also the different preference for
segregation. While P atoms were experimentally observed to occupy interstitial positions
at grain boundaries in Fe, Si was determined to be the substitutional impurity.

2. Materials and Methods
2.1. On-the-Fly Machine Learning Process

The Machine-Learned Force Fields (MLFF) were obtained with the help of the Vi-
enna Ab Initio Simulation Package (VASP) [21,22] (version 6.3.0) via the on-the-fly ab
initio molecular dynamics simulations. This code used the projector augmented waves
method [23] and the exchange-correlation energy was evaluated within the generalized
gradient approximation parametrized by Perdew, Burke, and Ernzerhof (PBE) [24]. The
magnetic orderings of Fe atoms were taken into account by means of the spin polarized
calculations. The plane-wave cut-off energy was set to 400 eV. The energy converged in the
self-consistent cycle to reduce its fluctuations below 1 × 10−6 eV.

The MLFF training was performed on a supercell containing 180 atoms and ∑5(310)
GB illustrated in Figure 1 with the help of the visualization software VESTA [25]. To
effectively describe the impurity interactions with host atoms in a variety of relevant
configurations, the supercell was designed to contain impurity atoms located at GBs in both
the substitutional and interstitial positions, and two other impurity atoms were located in
substitutional positions in the bulk part of the supercell, i.e., approximately in the middle
of the grain. Numerical integration in the Brillouin zone was performed using a mesh of
k-points distributed so that their maximum distance in the reciprocal space was 0.25 Å−1.
Therefore, a sampling using the 19 × 6 × 2 Γ-centered Monkhorst-Pack mesh was employed
for the aforementioned supercell with the approximate dimensions 8.7 × 8.9 × 28.4 Å.
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containing six sites for substitutional segregation (S1–S6) and six sites for interstitial segregation (I1–
I6). 
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Figure 1. (a) Illustration of the computational supercell with ∑5(310)[001] GB in the bcc lattice
employed for machine learning. Each supercell contains two grain boundaries. The impurity atoms
(green spheres) are placed interstitially at one of them and substitutionally at the other one. In
addition, two impurity atoms substitute Fe atoms inside the grain. (b) A single (310) atomic plane
containing six sites for substitutional segregation (S1–S6) and six sites for interstitial segregation
(I1–I6).

The way of generating the training set in VASP is the same as described briefly in the
introduction and more thoroughly in the references [26,27]. Ab initio molecular dynamics
(AIMD) simulations served as a tool for generating atomic configurations, which formed
the source for the structure dataset, relevant to the considered model of GB. In the first
stage, the system was heated to 500 K in 5000 steps with an isothermal–isobaric (NpT)
ensemble using the Langevin thermostat. After that, the training process continued with
another 5000 steps at a constant temperature of 500 K. The AIMD time step was set to 2 fs.
During both stages, the procedure implemented in the VASP code automatically makes
decisions, based on the uncertainty in the prediction of the energy, forces, and stresses and
the history of previous sampling, if the first-principles calculation must be performed or
can be skipped. Such a learning process reduces the need for human interventions. The
cutoff radius for the radial descriptor was set to 7 Å, while the cutoff radius for the angular
descriptor kept the default value of 5 Å.

2.2. Benchmarking

To verify the reliability of generated MLFF, we conducted a very simple comparison
of the computed data with the DFT results. To make the benchmark less time-consuming
(particularly for DFT calculations), we used a smaller supercell with 60 atoms, which is
illustrated in Figure 2. The coordination system was oriented so that the x-, y-, and z-axes
were parallel to the crystallographic directions [001],

[
130

]
, and [310], respectively. First,

we created a clean supercell with the ∑5(310)[001] GB and used the VASP code to optimize
the atomic positions and the length of the supercell (measured along the [310] direction,
which is perpendicular to the GBs). The forces acting on atoms were relaxed to be less
than 1 × 10−3 eV/Å and the stress was minimized to be less than 0.01 Gpa. The optimized
supercell had dimensions of 2.83 × 8.96 × 27.47 Å. Next, we introduced impurity atoms to
several inequivalent positions in the optimized supercell and computed the energy without
any further relaxation. The positions are numbered according to the atomic planes, as can
be seen in Figure 2. Since the supercell has 2 atoms per plane, each grain contains 15 atomic
planes. Therefore, the substitutional positions are numbered 1–8 and the positions for
interstitial impurities (smaller circles) are labeled as 0. We introduced two impurity atoms
(to occupy both available positions) to both grains (to equivalent planes) at the time. If
the impurity atoms occupy interstitial positions, the supercell contains 60 Fe atoms and
4 atoms of the impurity. In the case of substitutional segregation, the cell contains 56 Fe
atoms and 4 impurity atoms.
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Figure 2. The computational supercell with ∑5(310) GB for benchmarking. Darker and lighter spheres
represent atoms in the front and the next (001) plane, the green spheres show the interstitial positions.
Numbering of the atomic planes is indicated only for selected atoms (the others are symmetrically
equivalent because of the mirror symmetry of the computational cell.

Subsequently, we used the MLFF to calculate the energy of the same supercells, which
were employed for the DFT benchmarking (again, without any relaxation). Since the
main goal of the generated MLFF is to study the segregation of impurities at the GB, we
calculated the difference between the total energy Ei of a supercell with the impurity in the
plane I and the energy E8 of a supercell with impurity in the plane 8. Although these energy
differences are not equal to the segregation energy, they can serve as a simple indicator of
the accuracy of MLFF.

The results of the benchmarking are shown in Figure 3. The agreement of DFT and
MLFF data is very satisfactory, which encourages us to employ the generated MLFF in
further calculations of the segregation energy. On the other hand, it is surprising that both
elements exhibit Ei−E8 profiles, which indicate a preference for segregation in interstitial
positions at the GB. This is in contradiction with the experimental data for the segregation
of Si in Fe.
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Figure 3. The energy difference Ei−E8 computed for (a) phosphorus and (b) silicon in the bcc crystal
of Fe with the ∑5 GB. The results were calculated using the generated MLFF (dashed lines) and using
the DFT (the solid lines).

2.3. Calculations of Segregation Energy

Since we focus on the ∑5(310) GB, all computational supercells considered in the
present calculations are built as multiples of a certain minimum repetitive cell. To obey
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the periodic boundary conditions, the length of the supercell (measured along the z-axis in
Figure 2) is given by the number units based on the so-called coincident site lattice. The
transverse dimensions must be multiples of the minimum widths of the cell in Figure 2.
Therefore, we denote the cell for benchmarking as the 1 × 1 × 3 supercell and the cell used
for machine learning (Figure 1) is referred to as the 3 × 1 × 3 supercell.

The lengths of the computational supercells (measured along the [310] direction) were
optimized to reduce the corresponding stress tensor component σ3 below 0.09 GPa. The
transverse lattice parameters were kept constant and equal to those of the bulk crystal.
This avoids errors related to interfacial stress and the resulting elastic energy stored in the
simulated grain [28]. The residual forces acting on the atoms were relaxed to be less than
1 × 10−3 eV/Å. The segregation energy Es was calculated according to the formula

Es = (EGB,i − EGB)/N − (Eb,i − Eb),

where N represents the number of impurity atoms in the supercell and EGB,i and EGB are
energies of the computational supercell containing ∑5(310) GB with and without impurity
atoms, respectively. Similarly, Eb,i, and Eb represent the energies of impurity-containing
and clean bulk supercells. In the case of interstitial segregation, the value of EGB,i was
reduced by subtracting the energy of N iron atoms in the bulk configuration. The energy
calculations for the bulk were performed on cubic supercells (containing only one impurity
atom), which were obtained as n × n × n multiples of the conventional cubic cell. The
computed differences Eb,i − Eb were calculated for supercells of different sizes and a good
convergence (within 1.5 meV) was found for n = 4 and above.

3. Results
3.1. Ground-State Properties

To further verify the reliability of the generated MLFF, we used them to calculate the
energy–volume curves for a bulk bcc Fe crystal and determined the equilibrium lattice
parameter a0 and the bulk modulus B. Next, we relaxed supercells containing ∑5(310) GB
without any impurity and calculated their interfacial energy. The values obtained using
MLFF that were generated for both the P and Si atoms introduced as impurities in the Fe
matrix are compared with the data from the literature in Table 1. While the benchmark
in Section 2.2 primarily tested the precision of the impurity-Fe interactions, the values in
Table 1 can serve as an indication of the reliability of the interactions between Fe atoms in
both MLFF.

It is evident that the computed values of a0 and B are in good agreement with the
experimental results and the GB energy is consistent with the values previously reported
in the literature. All the values listed in Table 1 were computed using DFT approaches
in models of a clean bulk iron or clean grain boundaries. Compared to values calculated
using semiempirical interatomic potentials (0.99 J·m−2 [29], 1.11 J·m−2 [30]) or with the
help of the atomic density function (1.49 J·m−2 [31]), our MLFF results appear to be much
closer to the ab initio level of accuracy.

Table 1. Values of the equilibrium lattice parameter a0, the bulk modulus B of a clean bulk crystal
of bcc Fe, and the grain boundary energy γGB, calculated using the MLFF generated for Fe + Si and
Fe + P together with available experimental or literature data for a clean Fe.

Property MLFe+P MLFe+Si Literature

a0 (Å) 2.838 2.830 2.83 [32], 2.87 [33], 2.85 [34], 2.87 [35] e

B (GPa) 158 177 190 [32], 178 [33], 186 [34], 168 [35] e

γGB (J·m−2) 1.56 1.57 1.53 [36], 1.56 [14], 1.55 [37], 1.57 [38]
e Experimental data.
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3.2. Supercell Size Effect

First, we searched for the optimum size of the computational cell. One of the most
critical points in atomistic studies of impurity segregation is the reliability of the calculated
segregation energies for low concentrations of impurity atoms. Small computational cells
employed within periodic boundary conditions always lead to a high planar concentration
of impurities, or, in other words, to small distances between impurity atoms that strongly
interact with each other. On the other hand, when their distance becomes sufficiently large,
their interactions become negligible, and a further increase in the computational cell size
does not lead to significant changes in the segregation energy.

The results of our optimization tests are presented in Figure 4 for the example of
a single P atom in a number of substitutional positions. The computational cells were
constructed as m × n × o supercells with a subsequently relaxed stress σ3 and optimized
atomic positions. It is evident that, starting from plane 5, the Eseg values computed for
P become constant. Thus, the GB region spans from the GB plane through the first five
neighboring planes. The segregation profiles for Si (not plotted here) indicated a very
similar span of the GB region. Since these results were obtained in relaxed supercells with
different concentrations of impurities, all the Ei−E13 values presented differ from those
shown in Figure 3. One can see that the thinnest supercells (1 × 1 × 3 and 1 × 1 × 5) predict
energy values very different from those of the other cells. These cells contain only two
atoms per (310) plane, so replacing one of them with the impurity atom leads to a planar
impurity concentration of 0.5. Although the difference between profiles computed for
these supercells differ only slightly, all other supercells considered were constructed longer
along the z axis to include a sufficiently large bulk region, separating the grain boundaries.
Starting from the 2 × 1 × 5 supercell, the Ei−E13 values seem to converge very well and the
energies computed in the 3 × 1 × 5 supercell differ from those computed in the 6 × 2 × 5
supercell by less than 0.015 eV. Therefore, the supercell used for further calculations of
the segregation energy Es was constructed as a 3 × 1 × 5 supercell, representing a good
compromise between computational demands and accuracy.
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3.3. Segregation Energy

Even if the solubility of impurity atoms in the host metal is low, their local concen-
tration near the grain boundary can be increased significantly. For this reason, we also
considered the effect of the planar concentration of the impurity atoms on their segregation
preference. Since the computational cell used for these calculations was constructed as
the 3 × 1 × 5 supercell, it contains six atoms in each plane (see Figure 1b) that allow
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N = 1–6 impurity atoms to substitute the host (Fe) atoms. Similarly, the GB plane offers six
interstitial positions for segregation of impurity atoms.

Naturally, the distribution of impurity atoms in the computational cell plays an impor-
tant role. Here, we limit our attention to single-plane segregation. All the impurity atoms
are in one plane, but, depending on the planar concentration, there are several possible
distributions. While there is no need for more than a single calculation for supercells
with 1, 5, or 6 impurity atoms since for N = 6 there is only one possible configuration and
for N = 1 and N = 5 all possible configurations are equivalent, we must consider three
configurations for N = 2, 3, and 4. That is, for N = 2, we studied substitutional impurities
in positions S1 + S2, S1 + S3, and S1 + S4 labeled in Figure 1b. All the other possible con-
figurations would be symmetrically equivalent. For N = 3, the configurations considered
were S1 + S2 + S3, S1 + S2 + S4, and S1 + S3 + S5. For N = 4, we can simply create an
inversion of the configurations for two impurity atoms, i.e., we employ the configurations
with impurity atoms at sites S3 + S4 + S5 + S6, S2 + S4 + S5 + S6 and S2 + S3 + S5 + S6. The
same configurations were considered for the interstitial segregation sites.

Our calculations revealed that phosphorus atoms prefer to be as close to each other as
possible and tend to form chains of atoms along the [001] direction. This means that the
lowest energy for two, three, and four P atoms is obtained for the arrangements S1 + S3,
S1 + S3 + S5 and S2 + S4 + S5 + S6, respectively. It is consistent with the observation
that, in relaxed supercells, the P atoms attract each other. For interstitial segregations, we
predict the equivalent arrangements I1 + I3, I1 + I3 + I5 and I2 + I4 + I5 + I6 as those most
energetically favorable. On the contrary, Si atoms repel each other, which results in their
lowest-energy arrangements different from those of P atoms. The Si atoms prefer to occupy
the sites S1 + S2, S1 + S2 + S3 and S3 + S4 + S5 + S6 (I1 + I2, I1 + I2 + I3 and I3 + I4 + I5 + I6)
for N = 2, N = 3, and N = 4, respectively. The segregation energy values for phosphorus
and silicon plotted in Figure 5 were taken as the minimum energy configurations for the
particular impurity concentration.
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Figure 5. Values of the segregation energy Eseg of (a) phosphorus and (b) silicon computed for six
(310) planes (planes 1–6) in the GB region considering different amounts N of impurity atoms. The
plane index 0 denotes the values calculated for interstitial positions at the GB plane.

Although the Ei−E8 values are not equal to Eseg, the trends are similar. Note that the
impurity concentration in the supercell used for the benchmarking is equivalent to N = 6
in Figure 5. For both impurities and all impurity concentrations, we can see competition
between interstitial positions and substitutional positions in plane 2, next to the GB plane.
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To make the energy differences for these competing segregation sites more visible, we plot
the Eseg values computed for sites 0 and 2 as functions of the number N of solute (impurity)
atoms in the considered plane in Figure 6. The planar solute concentration equals N/6.
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Figure 6. The values of the segregation energy computed for (a) phosphorus and (b) silicon at
interstitial sites and substitutional sites in planes 2 and 13 (the bulk region of the supercell) as a
function of the number of impurity atoms in the atomic plane.

When P is an impurity, the preferred segregation sites are interstitial. The energy
difference decreases with increasing N and, for the highest impurity concentration, becomes
negligible. The differences in the segregation energies of silicon in the interstitial and
substitutional positions are even smaller than those calculated for P. Interestingly, they
are almost zero for both extreme concentrations with N = 1, and N = 6. Intermediate
concentrations predict the substitutional segregation that is energetically favorable. For
N = 6, the preferred segregation site turns to interstitial. Although this prediction is based
on a very small energy difference, it is consistent with the computed values of Ei−E8 in
Figure 3.

4. Discussion

The prediction of the interstitial site as the preferred segregation site of P at ∑5(310) GB
in iron is in agreement with experimental observations [2]. Our Eseg profile in Figure 5 is in
good agreement with recent calculations of the trapping energy by Ebihara and Suzudo [39]
based on the embedded atom method. Lejček et al. [10] calculated the binding energy of
phosphorus in the interstitial and substitutional sites in the [310] GB plane in bcc Fe as a
function of the lattice parameter. Changes in the lattice parameter were applied to imitate
the thermal expansion of the lattice. The authors reported for the impurity concentration
corresponding to N = 6 that, while the binding energy of P at the substitutional site was
predicted to remain almost constant, the values of interstitially segregated P decreased with
the increase in the lattice parameter, giving a clear preference for interstitial segregation
for the equilibrium lattice parameter in Table 1. This seemingly disagrees with our results
in Figures 5 and 6, but we must note that the substitutional sites considered in the paper
by Lejček et al. [10] correspond to our plane 1, whereas the energetically most probable
substitutional positions found in the present work are located in plane 2.

The segregation energy profile computed for Si is qualitatively similar to that reported
by Jin et al. [40]. They constructed a smaller supercell with the same cross section. Note
that interstitial positions were neglected in their study and therefore the plane indexes are
lower by one compared to the present indexing in Figure 5. The segregation of Si in Fe
was also studied by Bhattacharya et al. [41], who considered ∑3(111) and ∑11(332) GBs.



Crystals 2024, 14, 74 9 of 11

Although their segregation energies cannot be directly compared with the present results,
their prediction of a higher energy for two-site segregation than for one-site segregation is
consistent with our finding that Eseg for N = 6 is higher than that for N = 3.

The Eseg profiles obtained for individual planar impurity concentrations look very
similar, but they seem to converge to different values of energy, which correspond to the
segregation energies for the bulk. This might seem like nonsense, because the segregation
energy in the bulk should be zero. The reason for the nonzero Eseg values is the fact that
we kept the same configuration of impurities in all atomic planes and the impurity atoms
were not fully dissolved. The Eseg values then expressed the change in energy caused by
mutual impurity interactions, the elastic energy introduced by the local lattice distortion,
etc. To make this energy change more visible, we added the values computed for plane 13
(representing the bulk part of the supercell) to Figure 6.

It is evident that the planar concentration of the impurity atoms affects the calculated
values of the segregation energy. Although the present results indicate a change in the
predicted segregation sites only for silicon and the energy difference between the competing
sites is very small, we must keep this effect in mind. The possibility of a different prediction
of the segregation sites could be one of the reasons why theoretical predictions sometimes
do not agree with experimental observations (see, e.g., the DFT data in Ref. [14] and the
experimental data gathered in Ref. [2]).
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