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Abstract: Heat treatment can improve performance and control quality in the additive manufacturing
process. In the numerical simulation of heat treatment, the accuracy of the heat transfer coefficient will
have a significant impact on the accuracy of the simulated temperature field. At present, The inverse
analysis method is the most common and effective method to determine the heat transfer coefficient.
Taking the actual temperature curve as the input condition, the heat transfer coefficient values of
the heating, quenching, and air cooling components in the heat treatment process are successfully
obtained. Based on the obtained heat transfer coefficient, a mathematical model of the heat transfer
coefficient change with temperature during heat treatment is established. The heat transfer coefficient
obtained by the inverse analysis method is then applied to the simulation of heat treatment, and more
accurate simulation results are obtained. It is proven in this work that the inverse analysis method
can improve the accuracy of the simulation model in the heat treatment process of AlSi10Mg.

Keywords: heat transfer coefficient; heat treatment; SLM; DEFORM; inverse analysis

1. Introduction

For the manufacturing process of parts, the traditional material removal [1–3] has
been extended to printing parts through additive manufacturing. The combination of
additive and subtractive processing technology helps to produce more multifunctional
complex structures [4–6]. The aluminum alloy AlSi10Mg is a typical alloy with significantly
improved strength and hardness, which is suitable for thin-walled, complex geometrical
parts in automotive, aerospace and aerospace industrial-grade prototypes and production
components [7,8]. AlSi10Mg is widely used in additive manufacturing. The effect of heat
treatment on improving additive manufacturing process can be analyzed by heat treatment
of parts made of this material.

There are many factors affecting the heat transfer coefficient [9–11], and it is difficult
to accurately solve the interfacial heat transfer coefficient by using the conventional surface
temperature and temperature gradient methods. The inverse analysis method is the most
common and effective method to solve the heat transfer coefficient. First of all, temperature
data [12–14] in the heat treatment process were obtained through experimental measure-
ment, and the data were imported into DEFORM. The optimal program in DEFORM
compared simulated time and temperature data with experimental time and temperature
data, and optimized the operation until the optimal value was calculated.

Shokoufeh et al. [15] used CFD simulation to explore the heat transfer during the
heat up portion of the curing cycle in an autoclave to improve the production rate without
compromising quality. Su et al. [16] investigated the heat transfer performance of elec-
trostatic spraying used in machining using the newly developed device by transient heat
transfer tests. Kim et al. [17] calculated the interfacial heat transfer coefficient between the
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die and the workpiece, using the inverse analysis method to measure the temperature of
the die in the hot stamping process. Gianfranco et al. [18] took the temperature data of
the process collected by thermocouple as the input value, and simulated the whole sand
mold casting process with the commercial software package MAGMASOFT using the finite
difference method. By increasing the number of temperature control points, the interfacial
heat transfer coefficient was obtained. Using the temperature data of sand and metal col-
lected by thermocouple, Sun Mikhail et al. [19] presented a technique for process-induced
residual strain modeling for thermoset composite material parts and used the technique
to clarify the distribution of the heat transfer coefficient on the surface of the part and
mold using the CFD method. And distribution of heat transfer coefficients were obtained
in ANSYS CFX under the appropriate process conditions. Modeling simplifications were
proposed by Ramos et al. [20] for an efficient numerical discretization of infill structures.
With the prospect of choosing correct thermal boundary conditions expressing the natural
convection between printed material and its environment, values for the convective heat
transfer coefficient and ambient temperature were calibrated through numerical data fitting
of experimental thermal measurements. Kadam et al. [21] proposed an inverse method
based on the transient temperature of the back surface using the solution of the three-
dimensional inverse heat conduction problem to estimate the transient temperature of the
collision side and then evaluate the heat transfer coefficient. Kang et al. [22] proposed an
empirical formula for laminar natural convection of an outer finned tube heat exchanger
with a wide range of structural parameters and calculated the heat transfer coefficient by
using the transient temperature response of the heat exchanger. Piotr [23] simplified the
three-dimensional transient heat conduction problem to an axisymmetric heat conduction
problem and used the inverse method to calculate the surface heat transfer coefficient.
Farzad et al. [24] used three-dimensional elliptic mesh generation technology to mesh
irregular bodies. A new and highly effective sensitivity analysis program was introduced
to the gradient-based optimization method to calculate the sensitivity coefficient, and a
more accurate thermal conductivity, heat transfer coefficient, and heat flux density could
be obtained by this solution.

With the development of intelligent algorithms, some new inverse analysis methods
have emerged in recent years. Parida et al. [25] used Green’s function method considering
transient convective boundary conditions and transient radiant heat loss to estimate the
total heat transfer coefficient and adiabatic heat transfer during the jet impact heat transfer
process by inputting the transient temperature of the non-collision surface obtained by
the experiment. Zhang et al. [26] introduced the complex variable differentiation method
(CVDM) in the commercial finite element software Abaqus, developed a complex variable
finite element model by using the user element subroutine (UEL), and accurately calculated
the Levenberg-Marquardt algorithm to solve the key parameter sensitivity matrix coefficient
of the inverse problem. This technique provided a general method for solving the inverse
problem of three-dimensional transient nonlinear heat conduction in irregular and complex
structures. Ming et al. [27] established a three-way equivalent heat conduction model
including heat conduction and heat convection in the cutting process based on the structural
characteristics of the honey comb core. After using the inverse calculation process of the
Fourier number characterization model to improve the stability and accuracy of the inverse
calculation, the model was used to study the influence of alloy materials and process
parameters on the heat transfer coefficient of the casting-mold interface during the die
casting process. The functional relationship between the casting-mold interface heat transfer
coefficient and the solidification fraction and solidification rate of the die-casting process
was also established. At the same time, it was found that, among the die-casting process
parameters, the initial surface temperature of the mold had the greatest influence on the heat
transfer coefficient [28–30]. Chen et al. [31] proposed to take the screw as a one-dimensional
rod heat transfer system to solve the thermal error of the screw by establishing a thermal
characteristic equation. In Ho et al.’s [32] investigation, two commercial-scale porous lattice
heat exchangers of different lattice unit cell sizes were fabricated by SLM. Experiments were
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performed in a wind tunnel to characterize the thermal-hydraulic performances of the heat
exchangers. Jiang et al. [33] explored the effects of heat treatment on microstructure and
residual stress of SLM AlSi10Mg alloy. Wang et al. [34] reported a study of condensation
heat transfer and pressure drop of R-134a inside four enhanced tubes and one plain tube
fabricated by SLM. The effects of fin height, refrigerant flow direction and mass flux on
the heat transfer coefficient and pressure drop were studied. Martin et al. [35] presented
an experimental study of the mechanical strength and numerical analysis of the thermal
behaviour during SLM fabrication of ALSi10Mg block support structures.

In Huiping et al.’s [36] investigation, A new method to calculate the temperature-
dependent surface heat transfer coefficient during quenching process is presented, which
applies finite-element method (FEM), advance–retreat method and golden section method
to the inverse heat conduction problem, and can calculate the surface heat transfer coeffi-
cient according to the temperature curve gained by experiment. In Apmann et al.’s [37]
research, the influence of the connector between the two microchannels was studied. By
studying the effect of Reynolds number and the introduction of nanoparticles into the base
liquid on the heat transfer coefficient of the connector, it was shown that these two factors
played an important role in the influence of the connector on the heat transfer coefficient.
Khooshehchin et al. [38] studied the effects of vertical and horizontal surface roughness on
bubble dynamics and heat transfer coefficient during pool boiling. The experimental results
showed that with the increase of surface roughness, the nucleation position increases,
leading to the enhancement of heat transfer. The experimental data were verified by a
conventional model. This paper aims to import the temperature data measured in the
experiment into DEFORM and calculate the heat transfer coefficient in the heat treatment
process through its inverse heat conduction module. As professional finite element software
for volume forming, DEFORM-3D can not only simulate the thermodynamic coupling
calculation of the workpiece heat treatment process, but also directly solve the heat transfer
coefficient between the workpiece and the medium with its inherent Inverse Heat Transfer
Wizard model [39]. Using the DEFORM Inverse Heat Transfer model to solve the surface
heat transfer coefficient involves the selection and determination of parameters such as
temperature control point and the initial value of the surface heat transfer coefficient. The
reasonable selection of these parameters will have a significant influence on the calculated
value of the surface heat transfer coefficient and the predicted temperature field [40]. In
this paper, the temperature curve in the heating and cooling process in the heat treatment
process is obtained through experiments, and the finite element model is established to
solve the heat transfer coefficient [41]. By adjusting the initial value of the heat transfer
coefficient, the simulated temperature curve corresponds closely to the experimental results
to obtain an accurate heat transfer coefficient value, and the heat transfer coefficient results
obtained by the solution are fitted to establish the mathematical relationship between the
heat transfer coefficient and the temperature.

2. Experimental Procedure

The AlSi10Mg alloy molded by selective laser melting (SLM) used in this experiment
was manufactured by the Space M200 manufacturing system (Figure 1). In the SLM
process, the thermocouples are installed on the substrate for measurement, that is, “The
preparation of substrate” shown in Figure 1. This research uses thermocouples to measure
temperature data during subsequent heat treatment of molded samples. The print size was
250 mm × 250 mm × 250 mm, and the sample size was 40 mm × 30 mm ×80 mm. The
SLM molding process parameters used in this project were laser power of P = 400 W, laser
scanning speed of v = 200 mm/s, a scanning layer thickness of 50 µm, scanning time
interval of 150 µm, and a preheating temperature of 80 ◦C.
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Figure 1. Space M200 manufacturing system.

A JXR1200-30 muffle furnace was used in the heat treatment process.
As shown in Figure 2a, shows the SLM printing equipment.The working size was

300 mm × 150 mm × 150 mm, the highest operating temperature was 1200 ◦C, and a
high quality resistance wire containing molybdenum was used as the heating element.
The Proportional Integral Derivative (PID) control mode and a K type thermocouple were
employed, and the constant temperature accuracy was ±1 ◦C. In this experiment, the size
of the AlSi10Mg sample was 8 mm × 25 mm × 80 mm(Figure 2b). When the measurement
depth of the thermocouple is 4 mm, it can measure the temperature data in the center area
of the sample. In order to ensure that the results of different regions are representative, four
points are selected in different locations for analysis, which can be used for comparison and
verification of simulation results. Therefore, four holes were punched in the workpiece to a
depth of 4 mm, and a thermocouple was installed to measure the real-time temperature
(Figure 2c). As shown in Figure 2c, the thermocouple is inserted into a small hole on the
surface of the sample to measure and obtain the temperature data during the heat treatment
process in real time. In order to reduce the experimental error and ensure the reliability
of the temperature data, three groups of the same temperature measurement experiments
were done, and the temperature data were not different. The average temperature was
imported into DEFORM as an input parameter to solve the heat transfer coefficient of each
stage. As shown in Figure 2d, shows the comparison curve of the measured temperature
and the simulated temperature.
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Figure 2. The process of heat treatment temperature measurement.(a) The SLM printing equipment.
(b) The size of the AlSi10Mg sample. (c) The thermocouple is inserted into a small hole on the surface
of the sample to measure and obtain the temperature data during the heat treatment process in real
time. (d) The comparison curve of the measured temperature and the simulated temperature.
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As shown in Figure 2, based on the above experimental conditions, time-temperature
data of each stage in the heat treatment process can be measured, which will be used as
input parameter when solving the heat transfer coefficient of each stage with DEFORM.

3. Modeling Procedure
3.1. Mathematical Model

In the process of heat treatment, heat conduction is the main mechanism inside the
workpiece. The three-dimensional heat conduction differential equation is:

ρc
∂T
∂t

=
∂

∂x

(
λ

∂T
∂x

)
+

∂

∂y

(
λ

∂T
∂y

)
+

∂

∂z

(
λ

∂T
∂z

)
+

.
Q (1)

where ρ is density, kg/m3; c is the specific heat capacity, J/(kg ◦C); T is temperature, ◦C;
t is time, s;

.
Q is the heat generated by the internal heat source, W/m3; λ is the thermal

conductivity coefficient, W/(m ◦C).
Initial conditions are the starting point of calculation. To solve the above equation,

initial conditions must be given. Quenching starts from room temperature furnace heating,
at this time:

T|x=0 = T0 (2)

where T0 is the known temperature and is a constant.
The boundary conditions of heat transfer generally fall into the following three categories:
(1) When the boundary function is known, it is the first kind of the boundary condition:

T|s = Tw(x, y, z, t) (3)

where, s is the boundary range, x, y, z are coordinate values, and t is time.
(2) When the surface heat flux qw of the object is known, it is the second kind of the

boundary condition:

− k
∂T
∂n

∣∣∣∣
s
= qw(z, r, t) (4)

where, qw is the heat flux of the workpiece surface.
(3) The third kind of boundary condition, also known as Newton boundary conditions,

are given for the convective heat transfer coefficient on the boundary surface:

− k
∂T
∂n

∣∣∣∣
s
= hk

[
Tw − Tf

]
(5)

where, hk is the heat transfer coefficient, Tw is the workpiece temperature, and Tf is the
medium temperature.

Inverse heat transfer Wizard in DEFORM was used to solve the inverse heat conduction
problem, and the algorithm was based on Beck’s regularization law. In the solution
process, the heat conduction inverse algorithm is determined according to the nonlinear
estimation method of Beck et al. [40,41], as shown in Figure 3a,b. The heat flux varying
with time can be discretized into a number of heat flux values with time intervals of
∆θ(qi = q1, q2 . . . qM . . . qN). In order to improve the stability of the inverse algorithm,
the concept of future time step is introduced when solving the heat flow at a certain
moment; that is, the heat flow values within the following time interval are assumed to be
equal. Thus:

qM = qM+1 = qM+2 = . . . = qM+R (6)
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Each heat flow is obtained through the iterative calculation of the criterion of the
minimum error value of temperature measurement and calculation, which can be expressed
by the following formula:

F(qM) =
N

∑
i=1

r−1

∑
j=0

(
Tm

i, M+j − Tc
i,M+j

)2
(7)

where Tm
i, M+j is the actual measured temperature at the measuring point i in the time

period of M + j; Tc
i,M+j is the temperature calculated and solved at the measuring point i

in the time period of M + j; N is the total number of temperature points measured; r is the
total number of the future period of the measurement point.

Minimization is the main objective in the following calculation. To solve the extreme
value of F(qM), the derivative of the above expression is taken and set as equal to 0, obtaining:

N

∑
i=1

r−1

∑
j=0

(
Tm

i, M+j − Tc
i,M+j

) ∂Tc
i,M+j

∂qM
= 0 (8)

In order to solve Tc
i,M+j and

∂Tc
i,M+j

∂qM
, Taylor series expansion is applied to Tc

i,M+j at
qM = q∗M:

Tc
i,M+j(qM) = Tc

i,M+j(q
∗
M) +

(
∂Tc

i,M+j

∂qM

)
(qM − q∗M) (9)
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Among them, there are: ∆qM = qM − q∗M, so:

Tc
i,M+j(qM) = Tc

i,M+j(q
∗
M) +

(
∂Tc

i,M+j

∂qM

)
∆qM (10)

The equations can be obtained simultaneously as:

∆qM =
∑N

i=1 ∑r−1
j=0

(
Tm

i, M+j − Tc
i,M+j

) ∂Tc
i,M+j

∂qM

∑N
i=1 ∑r−1

j=0

(
∂Tc

i,M+j
∂qM

)2 (11)

where qM and ∆qM are the interface heat flow value and interface heat flow modification
value in the current calculation period, respectively.

Function F is an object function that is computed iteratively. With mathematical
derivation, the interface heat flow can be solved by the following two expressions:

∆qM =
∑J

j=1 ∑R
i=1
(
Tj,M+i − Cj,M+i

)
φj,M+i

∑J
j=1 ∑R

i=1 φ2
j,M+i

(12)

qM+1 = qM + ∆qM (13)

where φj,M+i is the sensitivity coefficient, which is defined as the response of temperature
at a certain position in the casting or mold with the change of unit heat flow, and is
expressed as:

φj,M+i =
∂Tj,M+i

∂qj,M+i
(14)

In the iterative calculation of heat flow, qM is modified continuously with the above
formula. When the difference between the measured temperature and the calculated
temperature meets the given convergence error, the currently calculated heat flow qM can
be obtained. The process is repeated until the heat flow q at all times is calculated.

When the heat flow q at all times is solved, the surface heat transfer coefficient can be
obtained by the following equation:

H = q/(Tw − Tc) (15)

where H is the surface heat transfer coefficient/N/(mm s ◦C); Tw is the workpiece surface
temperature/◦C; Tc is the medium temperature/◦C.

The DEFORM reverse heat transfer model first assumes the initial value of the surface
heat transfer coefficient and calculates the internal temperature value through the thermal
conductivity differential equation. It then continuously revises the set value according
to the difference between the calculated value and the experimentally measured value
and, finally, makes the calculated value approach the measured value. The accuracy of the
calculated surface heat transfer coefficient can be determined by comparing the predicted
temperature value with the measured one.

3.2. Finite Element Model

An AlSi10Mg alloy sample printed by selective laser melting (SLM) is investigated in
this work. A rectangular parallelepiped sample with a length of 80 mm, width of 25 mm,
and height of 8 mm is selected. This alloy has the advantages of high strength, good thermal
performance, and light weight. AlSi10Mg powder is spherical; its chemical composition is
shown in Table 1 and is within the size of 20~63 um, prepared by the atomization method.
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Table 1. Chemical composition of AlSi10Mg alloy powder (wt.%).

Al Si Mg Fe N O Ti

Bal 9.0–11 0.25–0.45 <0.25 <0.2 <0.2 <0.15

Zn Mn Ni Cu Pb Sn

<0.1 <0.1 <0.05 <0.05 <0.02 <0.02

Due to the vigorous development of metal 3D printing technology in recent years,
the sample of AlSi10Mg alloy formed by SLM is a relatively new material. Thus no
corresponding material is available in the material libraries of the simulation software, and
we must establish a new material model here.

In the process of material transformation changing with temperature, the thermophys-
ical parameters change non-linearly. Tables 2 and 3 shows the thermophysical parameters
and the mechanical property parameters of AlSi10Mg. Physical parameters of materials are
crucial to the prediction accuracy of the model. The physical parameters of AlSi10Mg alloy
referenced by the model in this subject are as follows.

Table 2. Thermophysical parameters of AlSi10Mg alloy.

Temperature, T/◦C 20 100 200 300 400

Thermal conductivity, Ks
(w

m
◦C
)

147 155 159 159 155

Specific heat capacity, C
(

J
kg
◦C
)

739 755 797 838 922

Density, ρ
(
kg/m3) 2650

Table 3. Mechanical property parameters of AlSi10Mg alloy material.

Temperature, T/◦C 20 100 200 300 400

Modulus of elasticity, EE GPa 69 67 62 53 41

The yield strength, σs(MPa) 195 150 105 70 30

Coefficient of thermal expansion, θ
(

10−6
◦C

)
21.7 22.5 23.5 23.3 25.5

Poisson’s ratio, (µ) 0.33

4. Results and Discussion

The inverse problem of heat conduction is a relatively important inverse problem. It
has important guiding significance to improve the accuracy of simulation model, determine
and predict the temperature field, and further improve the efficiency of heat treatment.
In this paper, through constructing the simulation model of the AlSi10Mg alloy sample,
the inverse calculation of heat conduction is carried out in the Inverse Heat Transfer
Wizard module of DEFORM. As shown in Figure 4, the specific operation is to heat-treat a
workpiece, and a thermocouple is used to collect the time-temperature data corresponding
to the workpiece during the heat treatment process. The parameters of the simulation part
are shown in Table 4. On the one hand, the future time steps will affect the accuracy of the
calculation result, on the other hand, it will affect the convergence of the result, that is, it
will affect the calculation time.

Table 4. The parameters of the simulation part.

Number of
Elements

Control
Points

Time per
Step

Step
Increm-Ent

to Save

Relative
Improve-

Ment Less
Than (%)

Maximum
Iterations

Maxi-Mum
Simula-
Tions

Objective
Function

Less Than

Decision
Vector

Change
Less Than

2000 3 0.01 10 2 500 5000 1 1× 10−6
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Figure 4. The process of solving the heat transfer coefficient in DEFORM.

It is assumed that the initial heat transfer coefficient is constant 1, the initial tempera-
ture of the workpiece is 20◦, and the temperature distribution is uniform. The simulated
ambient temperature is set as the highest temperature obtained during the experiment.
Based on the initial assumption of the heat transfer coefficient, the heat transfer coefficient
under different temperature conditions is solved. Finally, the simulated time and tempera-
ture data are compared with the experimental time and temperature data, and the solution
value is input as the initial value for the optimization operation until the optimal value
is calculated.

The stages of heat treatment are shown in Figure 5. In the heat treatment process,
assuming that the bottom surface of the sample is fully constrained, the inverse calculation
of the heat transfer coefficient value of the AlSi10Mg alloy sample can be roughly divided
into the following three cases. The first one is the heat transfer coefficient value of the
AlSi10Mg alloy during the heating process. The second is the heat transfer coefficient
during quenching. The third is the value of the heat transfer coefficient in the process of
air cooling.
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4.1. Detection and Analysis of Heat Transfer Coefficient during Heating

During the heating process, the temperature of the AlSi10Mg alloy sample rises with
the temperature in the furnace, and the temperature values at all points change in a
relatively consistent way. The temperature data of one point is imported into the Inverse
Heat Transfer Wizard module of DEFORM for simulation, and the simulation results are
shown in Figure 6.
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Figure 6. Temperature curve in the heating process.

Figure 7 below shows the simulation results of five inverse calculations. It can be
seen from the figure that although the simulated temperature value obtained from the first
simulation result differs greatly from the experimental value, the temperature variation
trend is completely consistent, indicating that the heat conduction inverse calculation
module of DEFORM has reliability. In the second and third simulations, the simulation
temperature of the high temperature part is relatively close to the experimental value, but
there is still a big difference at low temperature.
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The closer the initial value of heat transfer coefficient is to the actual situation, the
shorter the calculation time and the more accurate the simulation result is. First of all, set
the heat transfer coefficient of the initial value is 1, solving the heat transfer coefficient
to get a new set of values, to solve the resulting value used in the simulation of the heat
treatment process, comparing the simulation results and experimental results, and then use
this value as the initial value to solve the next set of heat transfer coefficient, and used to
simulate the heat treatment process, until the simulation results was coincident with the
experimental results. By adjusting the heat transfer coefficient at low temperature, after
several adjustments of the simulation, the simulation temperature curve gradually fits with
the experimental value, the final curve is almost exactly the same, and the fitting effect
is good.

Table 5 shows the value of the heat transfer coefficient obtained by the simulation
solution. The T here refers to the temperature of the point measured by the thermocouple.
The fitting results in Origin are as shown in Figure 8. The following equation is the
mathematical model obtained by fitting:

H = 0.95 + 2.97× 10−4T + 1× 10−5T2 (16)

where H is the value of the heat transfer coefficient, and the unit is N/mm·s·◦C × 10−2; T
is the temperature, and the unit is ◦C; R2 is 0.96.

Table 5. The temperature data of the heating progress.

Time/s Experimental Simulation 1 Simulation 2 Simulation 3 Simulation 4 Simulation 5

1 29.2 28.9961 28.9962 28.9978 28.9988 28.9999
50 30.1 30.8804 30.8605 30.4314 29.9407 29.1261

100 33.1 39.2818 39.1822 37.2974 34.6504 29.9117
150 38 55.4681 55.1671 51.7825 45.5795 32.1536
200 43.8 71.9046 71.4698 67.9396 58.6956 36.1405
250 48.8 85.9944 85.4938 82.2656 70.3767 41.4023
300 53.4 97.681 97.1544 94.295 79.7749 47.4175
350 57.8 106.393 105.972 103.709 86.8414 53.7204
400 61.8 112.949 112.636 110.907 91.8843 59.9506
500 68.7 121.182 120.98 119.908 97.7388 71.4138
600 74.7 126.145 126.026 125.385 100.381 81.2586
700 87.3 145.922 145.331 142.338 103.2 91.0137
800 102.2 170.45 169.73 166.104 108.093 102.4
900 114.1 184.481 184.086 182.064 115.227 115.351
1100 142 214.063 213.599 210.909 136.221 144.012
1200 158.1 232.317 231.738 227.384 151.1 159.98
1300 171.7 242.423 242.13 239.072 168.628 176.39
1400 190.6 263.318 262.636 254.466 188.727 193.41
1500 214.7 283.373 282.751 271.081 211.848 212.16
1600 235.1 304.382 303.697 285.267 235.064 232.251
1700 252.7 317.692 317.118 294.642 256.976 252.496
1800 273.6 336.086 334.808 299.937 277.56 272.462
1900 292.5 351.39 349.847 304.769 297.45 292.42
2000 312.2 368.234 365.431 312.512 316.487 312.094
2100 331.6 384.614 379.915 324.467 335.035 331.884
2200 351.4 401.144 392.131 341.607 353.16 351.586
2300 370.5 417.059 399.861 363.754 370.914 371.027
2400 390.1 434.291 406.531 389.339 388.563 390.36
2500 408.2 449.59 416.156 414.394 406.084 409.341
2600 427.2 466.5 428.51 435.182 424.268 427.89
2700 445.3 481.756 443.328 453.561 443.048 446.114
2800 464.4 497.148 459.974 470.534 461.961 463.942
2900 483.1 511.61 478.084 486.896 480.97 481.63
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Table 5. Cont.

Time/s Experimental Simulation 1 Simulation 2 Simulation 3 Simulation 4 Simulation 5

3000 501.8 524.546 496.99 502.794 499.804 499.101
3100 520 534.75 516.088 518.288 518.252 516.28
3200 528.5 539.852 530.897 530.215 532.182 529.585
3300 535.7 541.867 539.516 537.492 540.162 537.681
3400 539.8 542.971 544.474 542.138 544.754 542.695
3500 543.3 543.58 546.988 544.905 547.094 545.545
3600 545.4 543.975 548.188 546.552 548.219 547.129
3700 547 544.223 548.571 547.407 548.578 547.862
3800 548 544.4 548.587 547.819 548.59 548.146
3900 548.7 544.524 548.353 547.903 548.359 548.112
4000 549.3 544.613 547.958 547.756 547.969 547.864
4100 549.6 544.675 547.494 547.469 547.51 547.5
4200 549.8 544.721 547.016 547.111 547.034 547.085
4300 549.8 544.751 546.527 546.702 546.548 546.636

The temperature data at a certain time obtained by the experiment can be input into the above formula to
obtain the corresponding heat transfer coefficient value, which can be used in the subsequent heat treatment
process simulation
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4.2. Detection and Analysis of Heat Transfer Coefficient during Quenching

Due to the good thermal conductivity of aluminum alloy, the cooling rate is large, and
the temperature drops quickly during quenching. The temperature drops at each point of
the sample are not consistent, and the surface and boundary drop the fastest.

Three points of symmetry on the surface of AlSi10Mg alloy are taken with the depth
of 2 mm: point 1 (12.5, 40, 6), point 2 (23, 40, 6) and point 3 (12.5, 77, 6).

As shown in Figure 9, the black upper triangle symbol is the experimental test tem-
perature. During quenching, the temperature drops sharply. Due to the sharp drop in
temperature during quenching, the temperature data measured have a sharp decline trend.
Among them, in the beginning, the temperature of points 2 and 3 drops with the center
point 1. After 3–4 s, the temperature decreases slowly and gradually lowers to room
temperature over time.
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between the experimental temperature and the simulation temperature of point 1. (b) Comparison
between the experimental temperature and the simulation temperature of point 2. (c) Comparison
between the experimental temperature and the simulation temperature of point 3.

The selected temperature range ranges from room temperature to the highest tem-
perature used in the heat treatment process. The trend of the simulated temperature data
curve is basically the same as that of the experimental temperature data curve, so it can be
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concluded that the data is selected under the condition that the experimental error allows.
Temperature changes at three points in the simulation over time are shown in Figure 9.
The decreasing trend of each point is basically consistent with the measured value in the
experiment. Compared with the first and third simulations, the simulation value of the
second simulation is closer to the experimental value. The results of the three simulations
are consistent with the experimental values. However, due to the rapid temperature decline
during quenching, the number of measured temperature values is small. As a result, the
simulation accuracy is slightly lower than that in the heating process.

Table 6 shows the value of the heat transfer coefficient obtained by the simulation
solution. The fitting results in Origin are as shown in Figure 10. The following equation is
the mathematical model obtained by fitting:

Table 6. Heat transfer coefficient values obtained during the fifth simulation.

Temperature/◦C 20 100 200 300 400 500

Heat transfer coefficient/
N/mm·s·◦C 1 1 1.54 1.73 2.89 3.54

The temperature data at a certain time obtained by the experiment can be input into the above formula to
obtain the corresponding heat transfer coefficient value, which can be used in the subsequent heat treatment
process simulation
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When the temperature is 20–200 ◦C:

H= 0.95 + 2.97× 10−4T + 1× 10−5T2 (17)

When the temperature is 200–500 ◦C:

H= 0.95 + 2.97× 10−4T + 1× 10−5T2 (18)

where H is the value of heat transfer coefficient, the unit is N/mm·s·◦C × 10−2; T is the
temperature, the unit is ◦C; R2 is 1 and 0.98, respectively.

4.3. Detection and Analysis of Heat Transfer Coefficient in Air Cooling Process

The indoor temperature is 26 ◦C during air cooling. The temperature of the surface
and edge of the AlSi10Mg alloy sample drops rapidly, but the difference is not significant.
The temperature at the center of the sample is taken as the experimental value, and the
simulated temperature is obtained by inserting the Inverse Heat Transfer Wizard module,
as shown in Figure 11. In the process of temperature drop, the simulation temperature is
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lower than the experimental value between 42 and 30 ◦C, while the simulation temperature
is slightly higher than the experimental value between 30 ◦C and room temperature, but
the difference is not more than 5 ◦C.
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during air cooling.

In the process of air cooling, the temperature basically remains unchanged, that is,
the ambient temperature of the sample remains unchanged. The simulated values of heat
transfer coefficients in each region are shown in Table 7. The simulated heat transfer
coefficient values during air cooling are shown in Table 8.

Table 7. Heat transfer coefficient values obtained in the third simulation.

Temperature/◦C 20 100 200 300 400 500

Heat transfer coefficient/
N/mm·s·◦C 4.24 3.54 6.03 0.60 0.85 4.87

Table 8. Simulated heat transfer coefficient values during air cooling.

Temperature/◦C 20 100 200

Heat transfer coefficient/
N/mm·s·◦C 1 1 1

4.4. Simulation of the Entire Heat Treatment Process

The entire heat treatment process of quenching and tempering is simulated in the Heat
treatment Wizard module of DEFORM. The comparison between simulated temperature
and experimental temperature is shown in Figure 12. As can be seen from the figure,
during the whole heat treatment process and air cooling process, the relative error control of
experimental temperature and simulation temperature is within 2%. In the water quenching
process, only when the time is between 7000–9000 s, the simulated temperature rise is
slightly less than the experimental value, and the relative error between the experimental
temperature and the simulation temperature is large. The relative error of the other time
periods is controlled within 1%. However, throughout the heat treatment process, the
simulation temperature curve has the same experimental temperature curve trend and the
coincidence degree is high, indicating that the heat transfer coefficient value obtained by
the inverse analysis method and the heat treatment simulation are accurate and reliable.
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Figure 13 shows the microstructure of samples before and after heat treatment.
Figure 13a is the micrograph of the SLM molded parts after polishing and corrosion.
In the figure, there are not only a certain number of pores, but also the laser scanning path
in the SLM molding process can be clearly seen. Figure 13b shows the microstructure of
the workpiece after polishing and corrosion after heat treatment. It can be seen from the
figure that after heat treatment, not only the pores are finer and uniform, but the grains are
fine, and the precipitated Si tends to be distributed along the grains.
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Figure 13. Microstructure of samples before and after heat treatment. (a) Micrograph of SLM molding
parts. (b) micrograph of workpiece after heat treatment.

5. Conclusions

For samples prepared with SLM, heat treatment process is needed to improve the
performance of the samples. It is very important to obtain accurate heat transfer coeffi-
cient for simulating heat treatment process. Combined with the temperature data in the
experiment, the heat transfer coefficient of the material under different conditions was
calculated by inverse calculation in the reverse heat conduction module in DEFORM. The
main conclusions are as follows:

1. Based on the nonlinear evaluation method, the inverse analysis model of heat transfer
coefficient in the heat treatment process was established. Taking the actual temperature
curve as the input condition, the heat transfer coefficient values of heating, quenching
and air cooling parts in the heat treatment process were obtained successfully.
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2. In the tempering process, when the temperature is from 100 to 160 ◦C, the simulated
temperature rise is slightly smaller than the experimental value. In the process of
temperature drop, the simulation temperature is lower than the experimental value
between 42 and 30 ◦C, while the simulation temperature is slightly higher than the
experimental value between 30 ◦C and room temperature, but the difference is not
more than 5 ◦C.

3. The mathematical model of heat transfer coefficient changing with temperature during
heat treatment was established.

4. The heat transfer coefficient obtained by the inverse analysis method was used to
simulate the heat treatment process, and the obtained simulation temperature curve
had a high coincidence degree with the experimental temperature curve.
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