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Abstract: Co-crystallization from multi-component solutions occurs in many solids formation pro-
cesses. The measurement or simulative description of concentration courses in the fluid vicinity
of a growing crystalline substrate is difficult for such systems. These are relevant with respect to
developing concentrations of crystallizing components at the solid-liquid interface due to diffusion
fluxes in the solution. Concentrations may change such that unintended crystalline states can develop.
With Fickian multi-component diffusion modeling we are able to simulate the timely evolution of
the concentrations in the diffusion boundary layer during crystallization of various solid entities.
Not only single solvate crystallization is modeled but also co-crystallization from multi-component
solutions with different solvate states. The simulations are run with the assumption that diffusion
limitation dominates. However, the model can be easily adapted to integration limitation. The inter-
dependence of two diffusing components is taken into account in Fick’s multicomponent diffusion
with a diffusion coefficient between these two components. We show that the consideration of so
called cross-diffusion effects between dissolved materials can be neglected during crystallization of
single decahydrates and during co-crystallization of anhydrous electrolytes. The presented model is
also capable of fitting crystal growth kinetics with single point desupersaturation measurements in a
thin film. In addition to the study of the kinetic parameters, the simulation allows the determination
of the spatial concentration evolution from the single point concentration measurements.

Keywords: co-crystallization; multi-component mass transfer simulation; mass transfer in electrolytic

solutions

1. Introduction

Co-crystallization means simultaneous formation of crystalline matter from a common
multi-component solution. Several solid layer forming processes such as granulation,
coating or thin film processing involve co-crystallization [1-8]. Also, unintended fouling
processes on surfaces from multi-component solutions may be seen as co-crystallization
processes [9,10]. For process control it is required to understand crystallization and diffu-
sion behavior of the components. Additives may have a great impact on crystal growth
and diffusion processes [11-15]. At crystallization from multi-component solutions, each of
the dissolved components may act as an additive. Under simultaneous growth conditions,
the growth of one component is known to influence the growth of the other components,
because the solidification flux of one component may influence the diffusion processes of
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the other components [16,17].
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It is known that the process pathway with respect to concentration to produce co-
crystals may be narrow [18,19]. This means that even small fluctuations in concentration
lead to solidification of unintended substances. Since crystal growth processes always
involve diffusion steps, concentration profiles in the vicinity of growing crystals are tran-
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sient [20]. Hence, the kinetics of co-crystal growth are of interest, respectively [21,22].
Of particular interest are the prevailing concentrations at the solid-liquid interface in the
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liquid phase. The solid phase will not be considered in this publication regarding dif-
fusion in the crystal itself. In Figure 1, two possible concentration profiles in a slab of a
three-component system are given.

Solvent Solvent

Component 1 Component 1

Component 2 Component 2

s=85 S s=0 s=85 S
(b)

Figure 1. Diagram (a) represents concentration evolution in a slab of a solution of two components

dissolved in a solvent. The special case of only one component (component 2) crystallizing while both
other components do not crystallize is shown. The two non-crystallizing components level-up in the
liquid phase. In Diagram (b), simultaneous crystallization of components 1 and 2 is depicted. Again,
at the solid-liquid interface concentrations are set to equilibrium. Here, only the solvent enriches in
the vicinity of the interface.

In Figure 1a, component 2 is the only one crystallizing onto a substrate while com-
ponent 1 does not crystallize. This displays a special case of a strictly non-crystallizing
component. Hence, solvent and component 1 enrich in the liquid phase in the vicinity
of the substrate. In fact, such an enrichment would also be possible if both components
crystallize and the segregation coefficient of a second component is less than unity [23].
However, in this work, we focus on the previously described special case. Hence, in the
case that both components 1 and 2 crystallize, only the third component, i.e., the solvent,
enriches (Figure 1b). The diffusion process is induced due to the concentration difference
between position S at the (impermeable) surface of the film and the solid-liquid interface.
The depicted concentration profiles in the liquid phase in Figure 1 arise as a function of the
mass transfer limitations. If the process is limited by surface integration, the slope of the
concentration profile would be very steep close to the surface and moderate until the end
of the diffusion boundary layer (position S). If the diffusion step is limiting, the slope of the
concentration profile is notable in the entire diffusion boundary layer (as is depicted in both
figures) [24]. In multi-component systems, interdependencies between the components
influence mass transport even more. Non-crystallizing components level-up at the crystal-
lization front, which therefore, results in a diffusion flux towards the bulk [15]. It is difficult
to experimentally determine such concentration profiles in the diffusion boundary layer,
because such films must be thin. Their thickness should be in the order of about 100 pm to
prevent macroscopic convection. Although it is possible to follow concentration profiles of
a single component using interference measurement techniques such as the Jamin inter-
ferometer, it is not possible to measure multiple components simultaneously [25]. Hence,
diffusion models are necessary to determine multi-component concentration profiles in the
diffusion boundary layer.

In the following, we describe the evolution of multi-component concentration in the
diffusion boundary layer of a liquid film during crystallization with 1D Fickian diffusion
simulations. For this, we choose aqueous solution of Na,SO4 and Na,COj as a specific
but generic model system. Its phase equilibrium is well studied and allows simultaneous
crystallization of two components, i.e., sodium sulfate decahydrate and sodium carbonate
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decahydrate, at temperatures below 25 °C. Additionally, it is a system that builds hydrates
as stable forms, which is an additional benefit investigating the influence of parameters
like diffusivity or number of solvent atoms in the crystal lattice during co-crystallization.
We aim to contribute to the understanding of co-crystal growth from multi-component
solutions. Different diffusivities and hence, different molar fluxes of the dissolved materials
may lead to non-ideal or non-intended concentrations at the growth interface, which
may affect co-crystal build-up. Besides singular crystallization, hydration building and
simultaneous crystallization will be investigated.

Furthermore, the necessity to consider cross-diffusion effects will be analyzed during
simultaneous crystallization of Na,SO,4-10H,0 and Na,CO5-10H,0 from aqueous solutions.
The term cross-diffusion relates to a certain mode of multi-component Fickian diffusion.
Other works point at the necessity to consider cross-diffusion effects in electrolytic sys-
tems [13,26,27]. We ask, if this is necessary in our case of co-crystal formation, too.

2. Materials and Method

In our simulation calculations, most of the physico-chemical properties are taken
from the material system Na,5O, and Na,COj; dissolved in water. The model material
system is well investigated and equilibrium data is available [28]. Also, it gives the
opportunity to investigate solvate building and simultaneous solidification of two entities,
i.e., sodium sulfate decahydrate and sodium carbonate decahydrate. A summary of the
model properties used is given in Table 1.

Table 1. List of physico-chemical properties used in the simulations. Mass fractions are given with
respect to ternary solubility at given temperatures.

Properties Value Source
X1,init (saturated at 25 °C) 0.162 [28]
X init (saturated at 25 °C) 0.179 [28]
X1,¢q (saturated at 20 °C) 0.11 [28]
X2, (saturated at 20 °C) 0.15 [28]
pS (both solids) 1300 (1470) kg m3 assumption (actual values [29,30])
pL 1300 (1346) kg m3 assumption (calc., PhreeqC at 25 °C and x; j,;;)
Mna,s0, 0.142 kg mol !
Mna,co, 0.106 kg mol !
Mpu,0 0.018 kg mol !
Sinit 150 x 10~ m -

Index 1 corresponds to Na,5O, and index 2 to Na,COj3. The fluid density is assumed to
be constant. Saturated mass fractions are given, which are taken from a literature source [28].
For simulations, these were converted into molar units. All occurring solids are assumed to
have the density of the fluid, hence volumetric change of the system during crystallization
shall not be considered here. Initial solutions are saturated at 25 °C. Supersaturation shall
be achieved by cooling this solution to 20 °C.

2.1. Method

Fluid concentration profiles in the vicinity of a growing crystal are of interest, especially
in the case of co-crystallization, which relates to more than one component crystallizing.
Concentrations at the solid-liquid interface may change and result in non-stoichiometry
ratios with respect to the desired co-crystal. Hence, no crystallization or unintended crys-
tallization of other possible entities occur. Typically, non-crystallizing components enrich
at the interface in the liquid phase and influence the phase transition behavior. To describe
the temporal and spatial development of the molar concentration ¢; of component i in a
differential fluid volume element, the continuity equation is applied (Equation (1)).
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with p* being the molar density of the solution, 7 the total molar flux and i # n. The molar
flux 71; of component i is related to the molar diffusional flux j; as follows:

np=ji+n-% (6)

The total molar flux of component i is defined by sum of the diffusional flux and
the convective term 7 - ;. In this publication, Fick’s theory is used for modeling of j;
because of its simpler mathematical application than Maxwell-Stefan’s theory. Further-
more, Gupta et al. [27] used a similar modeling set-up for similar systems of electrolytic
solutions, i.e., a common cation and different anions. The solvent is designated as matrix
material while the solutes are able to diffuse within. According to this approach, the molar
diffusional flux of component i is defined by Fick’s law (Equation (7)):

i=-D.-V¢ 7)

The matrix of Fickian diffusion coefficients for a ternary system is given by the follow-

ing matrix [31].
Dy D2 }
D= 8
{ Dy1 Do ®

Assuming constant molar density and one-dimensional mass transfer #; = j; is valid

as well as ) j; = 0. Therefore, Equations (1) and (7) combine to Equation (9).
oc 9%c
o =Pz ©

The Fickian diffusion coefficients D;; can be related to the Maxwell-Stefan coefficients
D;; by the thermodynamic correction factor I';; (Equation (10)) [32].

Dij = Dij . Fl-]- (10)
with
o Oln(vi) Loi=j
T G o
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The derivative algfg") can be determined with activity models, e.g., Pitzer model.
j

The Darken relation allows to correlate self-diffusion coefficients D; and D; to Maxwell-
Stefan diffusion coefficients D;; (Equation (12)) [33].
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Kim and Srinivasan [34] showed that the generalized Darken relation can be used for
electrolytic systems up to a concentration of 3 M. Self-diffusion coefficients can be taken
from literature, modeled by molecular dynamics calculations or can be measured, e.g., by
nuclear magnetic resonance [35-37].

Gupta et al. [27] showed that the cross-diffusional terms, i.e., D;;j or Dj;, between ions
have an influence on electrolytic systems. In case, cross-diffusion effects are not consid-
ered, diffusion coefficients between component i and j result in D;; = Dj; = 0. They
investigated experimentally and numerically the diffusion process of electrolytic solutions
(with concentrations up to 4 mM for each electrolyte used). The material systems had
always a common cation and different anions. They modeled the impact of the other ion
on another, i.e., cross-diffusion, with a Nernst-Planck term. They showed that the impact
of cross-diffusion on diffusion fluxes and hence, on concentration evolution is considerable
if the diffusion coefficients of the ions deviate strongly. The impact of cross-diffusion
on concentration evolution can be neglected if the ion diffusivities are similar. In these
cases, the Nernst-Planck term diminished, which led to a pseudo-binary diffusion relation.
Considering the Fickian multi-component diffusion coefficient (Equation (8)), this would
result in Dl] = D]l =0.

2.2. Model Set-Up

Simulation of the diffusion boundary layer by solving the above equations for given
boundary and initial conditions must be done numerically. To this end, the numerical
set-up is that of a 1D liquid film in contact with a crystalline substrate. The simulation
model is kept as general as possible to be able to describe also the problem of co-crystal
growth. The liquid film is discretized into M = 1000 equidistant cells, see Figure 2.
The film thickness is set arbitrarily to 150 pm. The fluid density in each cell is constant
over time and equals solid density. Therefore, any residual convection can be excluded.
The whole process is assumed to be isothermal, i.e., phase transition enthalpies are ne-
glected. An Eulerian frame is used in order that the cells are fixed. The film is composed of
three components, i.e., two electrolytes and a solvent. As initial condition, the crystallizing
electrolytic components are assumed to be supersaturated in all cells (designated as m) of
the liquid (c;(m,t = 0) > ¢, Coolvent (M, t = 0) = pl — Y. ci(m,t = 0)). The mass fractions
(% init) given in Table 1 are used in all calculations. Hence, a driving force for growth
of the crystalline substrate is provided. By this, we aim at simulating crystal growth of
multiple components and determining the timely evolution of all components, in particular,
the enrichment of components at the growing solid-liquid interface. Because of varying
concentrations at the interface, insights into co-crystal growth will be obtained. Due to
different diffusion resistances of different materials, it is possible that concentrations at the
interface are not conform with necessary process conditions to build co-crystals, and even
well designed process routes for the formation of co-crystals may lead to unintended results.
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m=M |ctm=M)=c(tm=M-1)

dE(t,m)_D d2c(t, m)
dt ds?

m=C Cicryst (tm=0C) = Ci,eq » others: no flux condition

Figure 2. The numerical model: At m = C concentrations of crystallizing component are set to
equilibrium conditions. No flux condition prevails for non-crystallizing components. At m = M, no
flux condition for all components applies. The cells in between are modeled by Equation (9).

All physical properties are leaned on the exemplary material system sodium sulfate,
sodium carbonate, and water. The two electrolytic components dissociate into a common
cation and different anions. Other dissociation reactions are not considered in the model,
i.e., to Na* and NaSO,~ or NaCO;~. This assumption is made, because the dissolution
of Na,COj3 and Na,SO, in deionized water leads to a pH-value >11. At lower pH-values,
the dissociation to other ions has to be considered. Also, it is assumed that electro-neutrality
stiffly connects the diffusion of cations and anions to each other. Hence, one diffusion
coefficient is sufficient to describe the flux of one electrolyte, each. In addition, this means
that the consideration of intermaterial impact, i.e., cross-diffusion, is not related to the ion
entities but to the electrolyte molecules as a whole. The simulation set-up is displayed
in Figure 2 at t = 0 and illustrates the diffusion-reaction theory [20]. We utilize this
theory for the description of concentration changes in the liquid during crystal growth.
The theoretical approach divides the volume in a diffusion and a reaction part. The reaction
part is designated to one cell of the simulation volume and represents a hypothetical
volume (cell m = C). This cell is effectively not part of the fluid volume but of the solid and
implements one of the boundary conditions. For better understanding, the boundary cell
will be assigned the symbol C for crystal. At the other boundary m = M, no-flux condition
is applied for all components (c;(m = M,t > 0) = c¢;(m = M —1,t > 0)). The diffusional
part (C < m < M) is calculated with Equation (9).

The concentrations of crystallizing components (assigned as “cryst”) in cell m = C
are fixed to the solubility value (cjcrysi(m = C,t > 0) = c;qy). Cell C is a virtual cell
that is not fixed to a certain cell (e.g.,, m = C = 1) but moving (to cells m = C > 1).
The approach will be explained at the end of this section with Equation (21). It also
provides the boundary condition that is not only a fixed concentration but also a mass flux
of the crystallizing components.

To calculate the flux from liquid to solid at the boundary, it is assumed that simple
linear kinetics can be applied (compare Equation (13)).

ji,cryst(m =C, t) = kr,i : [Ci(m = (C + 1)/t_ At) - Ci(m =Ct— At)] (13)

The kinetics depend on the concentration difference of the crystallizing component
incell m = Cand m = (C + 1) and on the kinetic coefficient k, ;. The coefficient for the
integration process k, ; has to be determined experimentally. If the process is integration
limited, k,; << D;;/As applies. If k,; > D;;/As, the process is diffusion limited. For con-
ducted simulations in this study, the coefficient is set to reasonable values such that mostly
diffusion limitation prevails, i.e., k,; > D;;/As. Because of the virtual state of cell m = C,
the molar flux jilcryst(m = C,t) is not dependent on the width of cell m = C. Hence,
Equation (13) is valid at all times. Considering the stoichiometry of the solvate crystal,
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the solvent flux at m = C is the multiple of the flux of component i depending on the
solvation number 7; (see Equation (14)).

j3,cryst(m =Ct>0)= 2771 'ji,cryst(m =C,t>0) (14)

Non-crystallizing components (assigned as “inert”) are set such that no-flux condition
prevails at the interface (¢j inert (1 = C,t > 0) = Cjjinert(m = C +1,¢ > 0)). In case of ansol-
vate crystallization, for the solvent as well as the third component no flux condition applies.
If one component solidifies as a solvate, no flux condition prevails for the third component,
while the solvent concentration is calculated from the stoichiometry of the solvate.

In the special case of one component crystallizing as an anhydrate, e.g., component 1,
it is assumed that the ratio of molar fractions of non-crystallizing components 2 and 3 are
the same in cell m = C compared to all other cells m > C at t = 0. To fulfill the constraint
Y. %; =1, the Equations (15)—(17) arise.

fz(ﬂ’l>c,t:0)_ . _fz(m:C,t:O)
X3(m > C,t =0) = const =6 = %3(m=C,t=0)

(15)

The ratio of molar fractions % attains the constant value ¢ in cells m > C. Itis

calculated with the prevailing molar fractions at t = 0. With this, molar fractions in cell C of
components 2 and 3 may be determined with the two following Equations (16) and (17) at t = 0.

fa(m = Ct = 0) = 1—x1(né—'—_1C,t_0)

Tpm=C,t=0)=1-%5(m=C,t=0)—F3(m=C,t =0) (17)

(16)

With these Equations for cell C and Equation (1) for all other cells (m > C) the transient
concentrations of all components can be determined.

Diffusion coefficients are determined in each time step and in each cell according to
Equations (10)—(12). Self-diffusion coefficients are assumed to be constant in the prevailing
concentration range. Later on in the manuscript, the influence of cross-diffusion is inves-
tigated. For this purpose, diffusion coefficients D1, and D5 are calculated according to
Equations (10)—(12). In case no cross-diffusion effects are considered, both D1, and Dj;
equal zero. With this, components 1 and 2 diffuse independently from each other (indepen-
dent Fickian diffusion). The derivatives of activity coefficients are estimated with PhreeqC
version 3 [38]. The FREZCHEM database is used for that purpose [39]. It is valid from —60
to 25 °C. The resulting thermodynamic correction matrix for the exemplary material system
Na,SO,-Na,CO;-H,0 is as follows:

1+10461-% —11.021-%

Tij = ~7995-% 1+8813-%,

(18)

The liquid film thickness as well as the change in moles are calculated in each step
according to Equations (19) and (20).

% i _Zji,cryst(m = C) . Mi
ot 0°

(19)

on .
%ml = - Z]i,cryst(m = C) (20)
The number of cells M and the cell width As are kept constant. In order to incorporate
the moving boundary, which is necessary because of crystal growth, the width Asj of cell
m = C is calculated each time step according to Equation (21).

Aso(t + At) = Asp(t) + g - At (21)
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This is comparable to the Volume-of-Fluid (VoF) method. The ratio AA—S;’ is analogous
to the fluid volume fraction « in the VoF-method [40]. If Asy < 0, the cell m = C changes
tom = C + 1. The former “overgrown” cell C is set such that no flux condition prevails.
In order to minimize the error of the assumption of a virtual cell at the interface, a rather
high spatial resolution of As = 1.5 x 10~7 m is applied. Time steps are set to At = 107¢s.
The explicit method is used to solve the 1D finite volume problem.

3. Results

The simulations were conducted in MATLAB® R2019b. Initial and equilibrium concen-
trations were leaned on the material system sodium sulfate, sodium carbonate, and water.
First, the simpler case of crystallization of a single solvate is considered. Thereafter, the re-
sults of the more complex case of co-crystallization, i.e., simultaneous crystallization of
multiple components, are given.

3.1. Solvate Crystallization of a Single Component

A single component crystallizing as solvate in presence of a solvent and another
component will be discussed in terms of: (i) cross-diffusional effects and (ii) diffusion
coefficient variations. First, the results from diffusion limited cases with and without
cross-diffusion will be presented. Diffusion coefficients Dj; and D,; were set to zero
or to non-zero. Self-diffusion coefficients of the involved species were assumed to be
D;=3x10"1" m?2s71, D, =3x10719m2s71, and D3 = 10 x 10719 m2 s~1. These are
reasonable values for ions in water, i.e., SO42~ [35]. CO32~ diffusivity was assumed to be
equal. All other parameters were kept constant.

The growth coefficient to describe the integration process (compare Equation (13)) was
settok,; =7 x 1073 m s~1. The coefficient of phase transition is greater than diffusion
resistance D;;/As but in the same order of magnitude. Hence, the simulated processes
were mostly diffusion limited. Equilibrium molar fraction of component 1 was set to
%1 = 0.0187, which was calculated from the given mass fraction in Table 1. In Figure 3,
the spatial and timely evolution in the liquid phase of all molar fractions (Diagrams (a)—(c))
and of the resulting concentrations at the point furthest away from the substrate, i.e., the
impermeable (no evaporation) surface of the film (Diagram (d)) are depicted with full
lines for the case that cross-diffusion is considered. Results from the same calculation but
omitting cross-diffusion are depicted with dashed lines. The concentration at the point
furthest away from the growing surface was chosen, because at this position, changes in
diffusion behavior have the greatest impact.

Because of the moving boundary and the stationary mesh, thicknesses of the solid
layer can be read from Diagrams (a)—-(c). The distance between s = 0 and the onset of
concentration curves at each time step corresponds to the thickness of the solid layer at this
time. The distance represents the cells m < C and hence, the thickness of solid. In order to
verify the calculations, the mass balances were checked.

It is evident from the diagrams that the spatial concentration profiles in the diffusion
boundary layer of the liquid of all components developed immediately and independent
from cross-diffusion. After three seconds, it reached nearly the end of modeling volume
for all components. After five seconds process time, the concentration at m = M changed
noticeable. The modeling set-up predicted equilibration after about 50 s with and without
consideration of cross-diffusion. Component 1 was slightly affected in its concentration
development by cross-diffusion. The profiles in Diagram (a) are very similar at each time
step. In Diagram (d), it can be seen that the concentration evolution at the point furthest
away from the substrate with and without consideration of cross-diffusion of components
1 and 2 were alike. The concentration course of component 1 was shifted to slightly higher
values whereas the enrichment of component 2 was slower and shifted to lower values
without consideration of cross-diffusion. The most significant impact of considering cross-
diffusion or not on concentration profiles can be observed in Diagram (b) which represents
molar fraction courses of non-crystallizing component 2. Equilibration was reached earlier
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and the spatial profile was weaker developed with consideration of cross-diffusion than
without. When considering cross-diffusion effects, the concentration at the interface in-
creased steadily. Without considering cross-diffusion, surface concentration of component
2 reached the final steady-state value more or less immediately. Since component 1 was not
affected when considering cross-diffusion, component 3 was influenced due to the closing
relation ¥3 = 1 — #; — . As a result, simulations considering cross-diffusion predicted
a stronger enrichment close to the substrate in early stages of the process. Nevertheless,
the effect of considering cross-diffusion on the molar fractions is marginal. This is because
of high crystallization phase transfer fluxes of the solvate. Due to that, concentration profile
of component 2 became rather high and back diffusion rather strong. This resulted in a
mostly independent diffusion of all components. Thus, for investigation of the influence of
different diffusion coefficients, the cross-diffusion effect will be considered (D;; = Dj; = 0).

Is 3s Ss 10s
30s 40s 50s

s 3s 5s 10's
30s 40s 50s

0s
20s

—0s
20s

0.032 0.052

— with interdiffusion — = no interdiffusion

— with interdiffusion — = no interdiffusion
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0.024 1
0.046 1
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Figure 3. Time and space evolution of molar fractions of component 1 (a), 2 (b), and 3 (c). Diagram
(d) shows the development of the molar fraction ¥; of the dissolved components at the point m = M.
Data with consideration of cross-diffusion is represented by full lines whereas the dashed lines
illustrate the same case, but without cross-diffusion.

If a single component crystallizes, the variation of diffusion coefficients resulted in
varied process times as would be expected. Higher diffusivities led to a faster development
of the spatial concentration profile in the diffusion boundary layer and earlier equilibration.
In Figure 4, concentration evolutions (Diagrams (a)—(c)) and concentrations at the point
furthest away from the substrate (Diagram (d)) of three sets of self-diffusion coefficients
are shown.
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Figure 4. Simulated evolution in time and space of molar fractions of component 1 (a), 2 (b), and 3 (c)
in solution. Diagram (d) shows the development of the molar fraction ¥; (i = 1,2) at m = M. Full
lines represent the results with self-diffusion coefficients of: Dy /D3 = 1 and Dy /D3 = 0.3. Dashed
lines show the results of reduced diffusion coefficient of component 1 (D;/D3 = 0.3 and D,/D3 = 1).
Finally, dotted lines stand for reduced coefficients of both materials (D; /D3 = Dy /D3 = 0.3).

The self-diffusion coefficient of the solvent was kept constant at D3 = 10 x 10719 m? s~!
and the others were changed in order to examine the influence of higher and lower values
and significant diffusivity disagreements between component 1 and 2. The mass transfer
coefficient for the integration process was set to k,; = 7 x 1072 m s~! and equilibrium
concentration of component 1 was fixed to £; = 0.0187. As would be expected from
independent diffusion of each material, the courses of similar diffusion coefficients of
component 1 are similar - compare dashed and dotted lines. With higher diffusion co-
efficients, the concentrations equilibrated earlier. Also, the profile developed faster for
higher diffusivities.

In case of a significant lower diffusivity of component 2 (full lines), the concentration
profiles of non-crystallizing components were distorted in the diffusion boundary layer.
Close to the surface in the liquid phase, component 2 enriched and a sharp concentration
profile developed throughout the diffusion boundary layer. Due to the low diffusivity,
material transport through diffusion was lowered, which resulted in stronger developed
concentration profiles. Nevertheless, steady-state was reached after 40 s. Since component
3 (the solvent) was taken as matrix material, its concentration profiles were mostly a result
from the others. After a second, molar fraction at the interface was reduced below the
initial value. The point furthest away from the substrate was not affected but the course in
between is characterized with a maximum molar fraction of about 0.931. Afterwards, molar
fraction increased even at the furthest point. With reaching a maximum at this position,
the qualitative course was similar to component 1.

When both diffusing materials have low diffusion coefficients (dotted lines), the courses
are qualitatively similar for all materials but with different signs. If the diffusivities are
significantly different, it results either in a drastic enrichment of the second component
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(full lines—D; /D3 = 1 and Dy/D3 = 0.3) or of the matrix component (dashed lines—
D;/D3 = 0.3 and Dy/D3 = 1). This has to be taken into account for growth processes,
because an enrichment of non-crystallizing material could hinder integration which was
not considered in the simulations.

In Diagram (d), the molar fraction courses over time show that steady-state conditions
were mostly dictated by the crystallizing component. Even though component 2 had
a low diffusion coefficient in the full line case, it ran into a steady state earlier than in
the dashed line case. Due to slower and ongoing crystallization of component 1, molar
fraction of component 2 increased slowly at the solid-liquid interface which resulted in
continuing diffusion.

By taking the concentration at the position furthest away from the substrate it is
possible to retrieve overall mass transfer kinetics. By applying the power law function
(Equation (22)) on the measured data, e.g., from desupersaturation measurements, it is
possible to identify overall mass transfer coefficient k, ; and order g.

i =kg;-pt- (% — %)8 (22)

Equation (22) was applied on the data of the simulation of the single decahydrate
in dotted lines (D1/D3 = D;/D3 = 0.3) in Figure 4, i.e., the change of molar fraction
of component 1. The mass flux 77 of component 1 was calculated with Equation (13).
The overall mass transfer coefficient k¢ 1 retrieved from the data is depicted in Figure 5 as a
function of time.

1.5-107 7
~ 1.0-1071
w2
g
~
«H o

5.0-107°1

0 10 20 30 40 50

t

Figure 5. Time dependent overall mass transfer coefficient k, 1 retrieved from the simulative study in
Figure 5 with diffusion coefficient ratios of D1 /D3 = D, /D3 = 0.3 (dotted lines).

The mass transfer coefficient k¢ 1 takes a constant value after a short time. Prior to
this point, the mass flux is mostly influenced by the varying mass transfer coefficient.
Thus, after a certain process time, in this case 10 s, a constant value can be examined from
desupersaturation measurements at a single point.

With the knowledge of diffusion coefficients, integration mass transfer coefficient k, ;
in Equation (13) can be adapted such that simulation data resembles experiments. Hence, it
is possible to determine concentration profiles in the diffusion boundary layer from the
combination of a single point desupersaturation measurement and the presented model.
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3.2. Simultaneous Crystallization of Multiple Components

First, the effect of cross-diffusion in the case simultaneous anhydrous crystallization
of components 1 and 2 will be addressed (Figure 6).
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Figure 6. Time and space evolution of molar fractions of component 1 (a), 2 (b), and 3 (c) in
solution. Diagram (d) depicts the development of the concentration ¥; at the point m = M over time.
Simultaneous crystallization of component 1 and 2 are shown with and without consideration of
cross-diffusion effects. Full lines represent cases with consideration of cross-diffusion. Dashed lines
show results of simulation without consideration of cross-diffusion.

Similarly to the above presented study on the effect of cross-diffusion on decahy-
drate crystallization (compare Figure 3), the diffusion coefficients of the three compo-
nents were assumed here tobe D; = 3 x 1070 m2s!, D, = 3x 1070 m2 57!, and
D3 = 10 x 10719 m? s~1. The Fickian diffusion coefficients were calculated according to
Equations (10)—(12). The non-diagonal diffusion coefficients D1, and Dy of matrix D were
either non-zero (full lines) or zero (dashed lines). The growth coefficient to describe the inte-
gration process was set to k,; =7 x 1073 m s~!. Equilibrium concentrations of component
1 and 2 were set to ¥; = 0.0179 and %, = 0.0327, respectively.

From Diagrams (a) and (b) it is visible that both diffusing components 1 and 2 are
not significantly influenced by each other. Due to consideration of cross-diffusion effects,
concentration profiles in the diffusion boundary layer develop a little slower compared
to diffusion simulations with both components diffusing independently from each other.
Hence, the time to reach equilibrium state all over the film extends. No other signifi-
cant difference can be identified, which is why the consideration of interdependencies
in diffusion between both dissolved materials can be disregarded. Because the solvent
(component 3) concentration results from %3 = 1 — ¥; — &, no additional observations
other than those mentioned above could be made from the courses. Diagram (d) sums up
the findings. The concentrations of components 1 and 2 at position m = M diminished
similarly. By taking into account cross-diffusion effects, the courses were shifted upward by
approximately A¥; = 0.001. In case of the simultaneous crystallization of both electrolytes,
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the mass transport direction of both diffusing materials is the same. This influence will be
neglected in the upcoming study on simultaneous crystallization of two components with
different solvate states.

If two components crystallize in a three component solution there are three possible
cases. First, both components crystallize as ansolvates. Second, both crystallize as solvates.
Lastly, one component solidifies as a solvate the other as an ansolvate. All cases have in
common that concentrations at the boundary were fixed to the equilibrium states of the
two crystallizing components. The three cases are displayed in Figure 7.
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Figure 7. Time and space evolution of molar fractions of component 1 (a), 2 (b), and 3 (c) in
solution. Diagram (d) depicts the development of the concentration X; at the point m = M over time.
Simultaneous crystallization of component 1 and 2 are shown with different solvation states of either
material. Full lines represent cases with no solvation building (7; = #2 = 0). Dashed lines represent
the result if both components solidify as decasolvates (77; = 17, = 10). The crystallization of a solvate
and an ansolvate is given by dotted lines (r7; = 10, 72 = 0).

All parameters disregarding the solvation number were kept constant. Self-diffusion
coefficients of component 1 and 2 were equal and set to D; = 3 x 1071 m? s~!. Component
3 had a self-diffusion coefficient of D3 = 10 x 107! m? s~1. The integration mass transfer
coefficients were k,; = 7 x 103 ms L Equilibrium state was set to #; = 0.0179 and
¥ = 0.0327 at the solid interface. In the first seconds, the concentration diffusion bound-
ary layer developed mostly independent from solvation numbers. With lower solvation
numbers—#; = # = 01in full lines or #7; = 10, 1 = 0 in dotted lines—the courses are
shifted left towards the solid interface in contrast to the dashed lines. This is because
of the resulting solid thickness. Due to solidification of additional solvent in case three,
the mass transport increased. Nevertheless, the solvation numbers had an impact on the
resulting profiles later on. At the point furthest away from the substrate, concentration
decreased faster and led to an earlier equilibration at higher solvation numbers. This
is because of the shorter diffusion distance resulting from the moving boundary of the
solid. However, equilibration of all processes took at maximum 60 s. The concentrations in
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Diagram (d) depict the behavior of equilibration. Just in case both components crystallized
as solvates, a faster equilibration was achieved. The courses of both other cases are very
similar and just slightly shifted to lower molar fraction if component 1 crystallized as a
solvate. Hence, equilibration and developing profiles are strongly dependent on solvation
state of crystallizing materials or on the mass transfer to the solid, respectively.

4. Discussion

Multi-component diffusion in the liquid phase during mostly diffusion limited crys-
tallization processes were modeled using the Fickian approach. Influences of diffusiv-
ities or solvation states of the different materials on concentration profiles in the dif-
fusion boundary layer were studied. Self-diffusion coefficients were varied to show
their impact on the developement of concentrations in the diffusion boundary layer
(3x 10719 m? s~1 < D; < 107% m? s~1). With significantly different diffusion coefficients,
the enrichment of solvent or of other non-crystallizing materials at the interface was pre-
dicted. The change in concentration at the integration interface will have an impact on
co-crystal growth. If the available amount of co-crystallizing components deviates from the
stoichiometrically desired values, other solids are stable with respect to phase equilibria
and crystallize at the surface.

The importance of considering cross-diffusion effects was investigated in case of
crystallization of a single decahydrate and simultaneous crystallization of two anhydrates.
It was found to be not significantly relevant on the resulting concentration profiles in
the diffusion boundary layer. The neglection of cross-diffusion effects was attributed
to the fact that phase transfer fluxes of solvates were rather high, which resulted in a
strong development of concentration profiles in the diffusion boundary layer. Hence,
the diffusion driving force of both components was rather strong, which is why cross-
diffusion effects play a minor role. In case of the simultaneous crystallization of both
electrolytes, the mass transport direction of both diffusing materials is the same. Hence,
interdependencies between both components during diffusion diminished. However, it is
imaginable that cross-diffusion effects have to be considered in cases of crystallization of
single hydrates with fewer water atoms. Additionally, the influence of the effect has to be
examined experimentally.

Integration limited processes were not part of the investigation. Nevertheless, it would
be easy to incorporate integration limitation by reducing mass transfer coefficient k, ; in
Equation (13) and hence, in simulation.

In addition to simulative studies, the presented model offers the opportunity to extract
kinetic parameters from experimental data and to obtain not measurable concentration
profiles in the diffusion boundary layer. With the knowledge of diffusion coefficients, it is
solely necessary to measure the concentration at a single point in solution experimentally
and adapt the kinetic coefficient k, ; in the model such that timely concentration trends
at the specific single point equal the calculated concentration trends of the model at the
same position. As was shown with concentration courses at position m = M in diagrams
(d) of Figures 3-7, desupersaturation measurements at a single point are performable in
reasonable time-scales even for diffusion limited growth processes, which represent the
fastest possible growth process. Hence, it is possible to retrieve the two unknown variables
ke and g in mass transfer kinetic equations , e.g., Equation (22), from desupersatura-
tion measurements.

Desupersaturation measurements relating to this theoretical study were conducted
recently by Helfenritter and Kind [41].
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