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Abstract: Ransomware is a relatively new type of intrusion attack, and is made with the objective of
extorting a ransom from its victim. There are several types of ransomware attacks, but the present
paper focuses only upon the crypto-ransomware, because it makes data unrecoverable once the
victim’s files have been encrypted. Therefore, in this research, it was proposed that machine learning
is used to detect crypto-ransomware before it starts its encryption function, or at the pre-encryption
stage. Successful detection at this stage is crucial to enable the attack to be stopped from achieving its
objective. Once the victim was aware of the presence of crypto-ransomware, valuable data and files
can be backed up to another location, and then an attempt can be made to clean the ransomware with
minimum risk. Therefore we proposed a pre-encryption detection algorithm (PEDA) that consisted of
two phases. In, PEDA-Phase-I, a Windows application programming interface (API) generated by a
suspicious program would be captured and analyzed using the learning algorithm (LA). The LA can
determine whether the suspicious program was a crypto-ransomware or not, through API pattern
recognition. This approach was used to ensure the most comprehensive detection of both known and
unknown crypto-ransomware, but it may have a high false positive rate (FPR). If the prediction was a
crypto-ransomware, PEDA would generate a signature of the suspicious program, and store it in
the signature repository, which was in Phase-II. In PEDA-Phase-II, the signature repository allows
the detection of crypto-ransomware at a much earlier stage, which was at the pre-execution stage
through the signature matching method. This method can only detect known crypto-ransomware,
and although very rigid, it was accurate and fast. The two phases in PEDA formed two layers of
early detection for crypto-ransomware to ensure zero files lost to the user. However in this research,
we focused upon Phase-I, which was the LA. Based on our results, the LA had the lowest FPR of
1.56% compared to Naive Bayes (NB), Random Forest (RF), Ensemble (NB and RF) and EldeRan (a
machine learning approach to analyze and classify ransomware). Low FPR indicates that LA has a
low probability of predicting goodware wrongly.
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1. Introduction

Encryption is a process of encoding a message from a readable form to an unreadable form,
in order to protect its content from unauthorized access. This method has been widely used in network
security to ensure that only the intended recipient can access its content. It was crucial to encrypt the
data, especially during its transit in the network, because the data can easily be stolen. However, it is
now proven that encryption is a double edged sword.
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At one edge, it was an excellent technique for cybersecurity to achieve its objectives of data
confidentiality, data integrity, data authenticity and non-repudiation. On the other, it was used by
cyber-criminals to lock its victim’s files and then to extort ransom. This misuse can be found in an
intrusion attack called crypto-ransomware.

Ransomware was a relatively new type of intrusion attack, with the objective of extorting a ransom
from its victim, hence its name ransomware. There are primarily three distinct types of ransomware,
as shown in Figure 1. The first type is called scareware. This type of ransomware does not post
any real danger to its victim. It mainly tries to scare its victim into paying the ransom. One of the
techniques used by scareware is imitating an authority that found some wrongdoing of the victim.
It will demand a ransom in order to avoid legal prosecution. Another slightly different scareware
threatens to expose the victim’s wrongdoing to the victim’s family and friends, therefore another name
for it was called leakware.
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Figure 1. Three types of Ransomware.

The second type of ransomware is called locker-ransomware. This type of ransomware locks
the victim’s system by displaying a login page. The victim will need to pay a ransom in order to
obtain the password in order to unlock the system. Locker-ransomware is considered to be mildly
dangerous, because the attack can often be resolved by restarting the system in a Safe Mode. The third
type of ransomware is called crypto-ransomware [1]. This type of ransomware is considered to be
very dangerous, because it will encrypt the victim’s files, rendering it impossible to be accessed
without a valid decryption key [2]. Decrypting using a brute-force method could take thousands of
years, depending on the strength of the encryption method used. In a positive light, this distinct
characteristic of crypto-ransomware can be used as an important indication for its early detection, at
the pre-encryption stage.

Therefore, this research will concentrate on addressing the danger posed by crypto-ransomware.
Our proposed solution is PEDA, which aims to detect crypto-ransomware before the ransomware
starts to encrypt the files. This is important to ensure that the victim does not lose any files due to the
encryption. If the victim has not lost any files, the victim does not need to pay any ransom, rendering
the crypto-ransomware attack a failure.

2. Literature Review

In the past, the malware became increasingly frequent, causing a higher degree of damage to
the victim [3]. One type of malware that had gained considerable attention was called ransomware,
or more specifically crypto-ransomware. This type of malware has attracted significant interests from
cybercriminals, because of several success stories that had world-wide impacts, such as Wannacry,
Petya and NotPetya [4]. Due to the high interest, numerous new ransomware have been created,
and existing ransomware have been improved with new variants. This has allowed ransomware to
by-pass antivirus that uses the signature-based detection method that cannot detect zero-day attacks [5].
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In addition, ransomware creation has been made easy with Ransomware-as-a-Service (Raas),
which was available in the Dark Web [6]. Successful attacks by ransomware possess a major challenge
to cyber security; this was especially important when most devices are connected via the Internet of
Things (IoT) [7]. The risk and impact were higher for medical IoT devices [8].

Randep was the mapping of ransomware behavior using a Windows application programming
interface (API) to determine the stages of a ransomware attack. In general, a ransomware attack can
be segregated into three phases. The first phase is the stealth operations, the second phase is the
suspicious activities, and the third phase is the obvious actions. Understanding ransomware behavior
at every stage would allow the development of a mitigation plan at the desired stage [9]. There are
generally two approaches to malware analysis. First, the approach uses static analysis that analyzes the
malware’s source code. The second approach uses dynamic analysis [10] that analyze the malware’s
actions after execution. In the first approach, the static analysis approach, one method is to transform
the opcode (operation code) sequences into N-gram sequences [11]. The generated N-gram sequences
will be the features for the machine learning model training. Subsequently, the trained predictive
model can offer an accuracy of 91.43% [12].

Another method that uses static analysis is called RanDroid. This method aims to find a threatening
message in either the text form or image form from the application code. The reason for this is because
the objective of a ransomware is to demand a ransom from its victim. Thus, it must have a threatening
message embedded in its code [13]. However, the threatening message could be another payload after
the encryption of the victim’s files. A portable executable header can also be extracted in static analysis,
to determine malicious software from benign software. The team in [14] suggested that using both raw
and derived value produced the best accuracy. Talos utilizes a formal method that uses application
code to build ransomware rules for prediction, and was able to achieve a high accuracy of 99% [15].
However, this method was tested only for the Android platform. In the second approach, which uses
dynamic analysis, one method was to capture all the processes performed by the ransomware in
a sandbox. One of the most notable actions of crypto-ransomware was the encryption operation,
which generated a high repetition of file system activities that can be tracked by the monitoring I/O
operation [16–19].

Encryption is an important characteristic for crypto-ransomware, which uses the encryption
method to lock a victim’s file until the ransom was paid. However, encryption operation can also
happen in legitimate ways, such as to protect the privacy and confidentiality of the user. The researcher
in [20] has suggested determining the frequency threshold of the encryption operation in order
to differentiate between the legitimate and illegitimate use of encryption. CryptoDrop suggested
analyzing file activity based on encryption activity, but this method poses an average loss of 10 files [21].
RansomWall is a multi-layer system, with the last layer using Machine Learning to predict the outcome
from features collected in the static analysis, dynamic analysis and trap layers. The method produces a
detection rate of 98.25% and near-zero false positives using a Gradient Tree Boosting algorithm [22].
AntiBotics is an application authentication-based file access control. Ransomware needs to have access
to files in order to perform any operation. Denying this access right can obstruct ransomware from
capturing the file [23].

Song et al. [24] suggested monitoring processes and specific file directories to determine anomalies
using statistical means. Process monitoring includes processor usage, memory usage and I/O rates.
When an anomaly is detected, it will get confirmation from the user to remove the suspected ransomware.
Another researcher suggested creating a trap called a honeyfile. The trap actually has two functions,
the first is to attract an attack so that it will not attack the real files. The second function is to analyze
the attack. This will allow the trap setter to understand the threat better, and allow it to create a further
mitigation plan [25].

Table 1 shows the data used by previous researchers in ransomware research. Most of the
researchers focus on file operation to determine the presence of ransomware, because the encryption
process involves reading, modifying and deleting files. However, this approach allows several files to
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be encrypted prior to detection. Other than file operation, API and I/O (input and output operation)
are the two most used data.

Table 1. Summary of data used by researcher.

No. Data Count

1 File 8
2 API 3
3 I/O 3
4 Registry 2
5 Network 2
6 Opcode 1
7 Process 1
8 Text 1
9 Image 1

10 PE header 1
11 Android 2

During data collection, some researchers do not have a cut-off point, while others had employed
time as cut-off points, such as 10 s, 30 s and 1 min. In this case, time cannot ensure that a ransomware
has reached the same stage of attack, as it is dependent upon the ransomware itself, the system
hardware and system configuration.

In view of this, we proposed that our detection system should concentrate on API to detect an
encryption operation. API is an important system call to the operating system kernel for almost all of
the system operations, in that all the programs must interact. In addition, once we know the relevant
APIs, we can detect and pause the operation. This allows us to have control and opportunity to analyze
the requesting program to determine whether it is a ransomware or otherwise. If it is ransomware,
the program can be terminated; if it is a goodware, then the program can continue its operation.
Therefore, our aim is to detect ransomware before encryption to ensure zero file loss.

3. Proposed Pre-Encryption Detection Algorithm (PEDA)

To understand the PEDA, we must first understand the behavior and characteristics of
crypto-ransomware. Crypto-ransomware infection can be divided into five stages: Entry, command
and control (C&C), search, encrypt and extort. This is illustrated in Figure 2. At the entry stage,
the crypto-ransomware will self-propagate and complete its setup processes. More advanced
crypto-ransomware will have additional tasks, such as payload persistence, restrict system restore,
stealth mode, environment mapping and privilege elevation [26,27].

During the command and control (C&C) stage, the crypto-ransomware will try to establish a
communication link to its C&C center, which is often managed by the crypto-ransomware creator or
campaign manager. Advanced crypto-ransomware may employ communication masking in order to
avoid detection. Once the communication has been established, it will send information about the
victim’s system, and in return it will obtain the encryption key. The next stage is the searching stage,
where the crypto-ransomware will find all of the targeted file of interest. The file of interest consists
of files that are considered to be important to the victim, so much so that the victim is (assumed to
be) willing to pay the ransom for it. When the search has been completed, crypto-ransomware will
start to encrypt the file using the encryption key from C&C. Once this stage started, the encrypted
files are considered to be gone, unless the victim is willing to pay the ransom. The last stage of the
crypto-ransomware is to display the extortion message, demanding ransom for the release of the
decryption key.

In this research, we have proposed an algorithm, PEDA, that will detect the crypto-ransomware
before the encryption process starts, as shown in Figure 3, in order to avoid valuable files from being
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held for ransom. PEDA consists of two phases, Phase-I is the learning algorithm, and Phase-II is the
signature repository algorithm. Figure 4 shows the pseudo-code for PEDA.
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3.1. Phase-I: Learning Algorithm (LA)

An unknown file will be injected into a sandbox that has been created using Cuckoo Sandbox.
This tool will extract the API or system call, which happens in the kernel, at every stage of an executable
file. Once the API for encryption has been detected, it will stop the execution. All the collected APIs
will then be analyzed using the Learning Algorithm (LA). This LA consists of two stages: The first
stage is discretization, and the second stage is prediction. Discretization helps to change the numerical
value to a binary value that can simplify and enhance the classification process in the prediction stage.
Each unique API has been considered as one feature. Therefore, we expect the number of APIs to be in
the hundreds, which is considered to be a very high-dimensional data, and prone to over-fitting.

The prediction stage consists of a homogenous ensemble of decision trees. It will randomly select
a feature based on

√
F, where F is the number of features. The randomly selected features will be used

to build the decision tree, where the node is split based on the Gini Index Gini(t) = 1−
∑N

i=1 P(C i |t )
2

as shown in (1). Each outcome predicted by the decision tree will be bagged to produce the final
prediction at this stage. This method can help to overcome over-fitting and noisy data [28].

Gini(t) = 1−
N∑

i=1

P(C i |t )
2 (1)

where t is a condition, N the number of classes, and Ci is the ith class label.
In PEDA implementation, the prediction stage must first be trained using a labeled dataset to

build its prediction model. Then, the fixed prediction model will be used for prediction. We do not
use a dynamic learning algorithm, because it may be subjected to a poisoning attack, as stated by
Chen et al. [29]. Once this model has successfully been established, it will be able to determine whether
the unknown file is a crypto-ransomware or not.



Computers 2019, 8, 79 7 of 15

If the unknown file is found to be not a crypto-ransomware, it will be allowed to continue its
execution. Otherwise, it will alert the user, and a notification is sent to the Signature Repository

3.2. Phase-II: Signature Repository

In Phase-II, once the unknown file is determined to be a crypto-ransomware, the file’s signature
will be stored in an SQL database, which is also called the Signature Repository (SR). A signature
is produced by encrypting the file using the Rivest–Shamir–Adleman (RSA) method with no file
extension. The purpose of creating the Signature Repository is to allow a significantly earlier detection
of known crypto-ransomware. The process flow is shown in Figure 3.

When a file requests to be executed, it will be detected by PEDA. First, the file will be encrypted
using the RSA method, and a signature of the file will be created. This signature will then be compared
with known crypto-ransomware in the Signature Repository using SQL queries. If a match can be
found, then the user will be alerted using a pop-up window, and the file will not be allowed to be
executed. If there is no match, the file will continue to be processed in Phase-I. If Phase-I also determines
that it is not a crypto-ransomware, the file will be allowed to be executed in the user system. However,
if Phase-I determines that the file is a crypto-ransomware, then the created signature will be stored in
the Signature Repository, and the user will be alerted with a pop-up window.

It can be concluded that our proposed solution provides two layers of detection: Pre-execution
(Phase-II) and pre-encryption (Phase-I) detection. Pre-execution detection uses a signature matching
of known crypto-ransomware and it is fast and accurate, but it can be too rigid, and cannot detect
new variants of the crypto-ransomware. The pre-encryption detection uses behavior matching that
provides a higher probability to detect small variants of unknown crypto-ransomware. Both methods
can complement each other to provide efficient and effective protection from crypto-ransomware.

4. Results and Discussion

The first comparison is between PEDA-Phase-I, labeled as PEDA, and three other learning
algorithms. These algorithms are Random Forest (RF), Naïve Bayes (NB) and Ensemble. This Ensemble
algorithm is an ensemble of both RF and NB. Figure 5 shows the performance of these algorithms
based on four evaluation metrics. Based on the result, it can be observed that PEDA-Phase-I performs
the best with the highest AUC of 0.9930, lowest FPR of 0.0156 and lowest test error of 0.0295. A high
AUC value shows that the algorithm can distinguish well between the positive and negative outcomes.
Low FPR shows that it is less likely to produce a false alarm, whereas, a low test error value shows
that the algorithm can satisfactorily predict true positive and true negative. The ensemble has the
highest detection rate of 0.9872, which shows that it can correctly predict a positive outcome. However,
the ensemble algorithm performs the worst based on other metrics. Overall, the RF comes in
second behind PEDA-Phase-I, therefore RF is selected for enhancement with a feature selection in the
next experiment.

In the second experiment, the performance of the PEDA-Phase-I algorithm is compared to RF,
and RF with 2 feature selection algorithms, to improve the performance of RF. The result is shown in
Figure 6 below. Based on the result, Correlation-based Feature Selection (CFS) helps to improve the RF
to achieve the highest detection rate of 0.9647, while it still fails to improve other metrics due to the
high number of false negative predictions. Meanwhile, when using Principal Component Analysis
(PCA) as a feature selection for RF, it performs worse than RF alone in all of the measured metrics.

In the third experiment, PEDA-Phase-I is compared to the EldeRan algorithm. The result is shown
in Figures 7 and 8. Based on the results, it can be observed that PEDA-Phase-I and EldeRan perform
very closely with each other. EldeRan performs better with the AUC of 0.9949, and the detection rate
of 0.9634 as shown in Figure 7. Meanwhile, Figure 8 shows that EldeRan has a lower test error of
0.0238, but PEDA-Phase-I has the lower FPR of 0.0156, which shows that it is less likely to produce a
false alarm.
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Based on the result, we can be convinced that PEDA-Phase-I performed better when compared
to RF and NB. Even with feature selection in RF, the overall performance of PEDA-Phase-I is better.
This research also shows that feature selection may improve or reduce the performance of the learning
algorithm. Therefore, proper matching must be performed to obtain the desired result.
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4.1. Discussion

As mentioned in the Result section, we found that EldeRan and PEDA-Phase-I performed very
closely with each other. However, there are a few important distinctions between the experiment
setups of both algorithms. EldeRan used the whole Resilient Information System Security (RISS)
dataset, which consists of all five categories of features with a total of 30,967 features. Meanwhile,
PEDA-Phase-I used one category (API) with 232 features. Therefore, it shows that PEDA-Phase-I can
achieve similar results with a considerably less number of features, and API is an important feature in
ransomware detection.

EldeRan is a good model for ransomware detection, but may result in some data loss due to
encryption, which can be clearly seen from the inclusion of the dropped files category in the RISS
dataset. Files will be dropped or deleted after ransomware has encrypted the file to avoid the user
from accessing it, and thus capturing the file for ransom.

4.2. Methodology

In our experiment, we had used a dataset that was created by RISS from Imperial College, London,
in 2016. This dataset was selected because it has an API data for 10 ransomware families and a good
selection of goodware. The dataset was created using a dynamic analysis approach for 582 samples of
ransomware and 942 samples of goodware [30].

Detailed distributions of the samples are shown in Table 2. The data are captured in five main
categories with 30,067 features. Detailed distribution of the category is shown in Table 3. However, for
our research, we will only concentrate on one category, which is the system call category. The system
call category has 232 features, and the dataset has been labeled with ransomware or goodware.
This experiment was performed using a laptop with an Intel i5 processor, 8 Gb RAM and Win 7 (64-bit).
The tools for the machine learning at this stage were Weka (Waikato Univesity, Hamilton, New Zealand)
and RStudio.

First we checked for missing data, and none was found. Therefore we proceeded to train the
pre-encryption detection algorithm (PEDA)-Phase-I, which is the Learning Algorithm (LA), using the
dataset. First, the dataset was divided into a ratio of 8:2. Eighty per cent of the dataset will be used
for training to establish the prediction algorithm. Once the prediction model has been established,
we then evaluated its performance by feeding the remaining 20% of the dataset.

To gauge the performance of the LA model, we compared it with three other algorithms.
The random forest (RF) and Naïve Bayes (NB) algorithms were selected based on our references [31,32].
The third algorithm was the Ensemble (of RF and NB), which was selected using majority voting [33,34].
The R code is as shown in Figure 9 below.
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Table 2. Sample distribution in the Resilient Information Systems Security (RISS) dataset.

Sample ID Quantity

Goodware 0 942
Critroni’ 1 50

CryptLocker’ 2 107
CryptoWall’ 3 46
KOLLAH’ 4 25

Kovter’ 5 64
Locker’ 6 97

MATSNU’ 7 59
PGPCODER’ 8 4

Reveton’ 9 90
TeslaCrypt’ 10 6

Trojan-Ransom’ 11 34

Table 3. Categories of features in the RISS dataset.

No. Category Quantity

1 API 232
2 Registration Key 346
3 Dropped File 6622
4 Files and Directory Operation 7500
5 Embedded String 16,267

Total 30,967
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#Random Forest 
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Figure 9. Code in R for Confusion Matrix for 3 algorithms.

Next, we compared LA with an improvement of the best performing algorithm from the first
comparison using feature selection. Two feature selection algorithms were chosen. The first algorithm
was the Principal Component Analysis (PCA) that calculates the eigenvalue to find the eigenvector
from the dataset. Features that have a low eigenvalue were dropped from the dataset, thus removing
features that were less important to the outcome. Second, the pre-processing algorithm was the
Correlation-based Feature Selection (CFS). This algorithm selects a feature that has high correlation to
the outcome, but low correlation between other features.
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After that we also compared the LA with the EldeRan algorithm [30]. Details of both algorithms,
LA and EldeRan, are shown in Figure 10. Figure 10A shows the PEDA-Phase-I (LA) because we used
RISS dataset that cannot distinguish between APIs before and after encryption, which is required
by PEDA. However, in this research, for PEDA-Phase-I, we had used only API data from the RISS
dataset. Another important distinction for PEDA-Phase-I was the specification for crypto-ransomware,
while RISS had both crypto-ransomware and locky-ransomware.
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Figure 10B is the EldeRan model that uses the whole RISS dataset that includes API, the registration
key, file and directory operation, dropped file and embedded string. The dropped file data indicates
that the RISS dataset contains data after the encryption stage, because the ransomware will drop the
file only after the encryption had been completed. In the EldeRan model, first, the data go through
feature selection using mutual information. Next, the selected features will be trained and tested using
regularized logistic regression to predict the binary classification.

The last algorithm we compared with was the EldeRan algorithm [30], and the algorithm
comparison is shown in Figure 10. Figure 10A is stated as a partial PEDA, because we used the RISS
dataset that cannot distinguish between API before encryption and API after encryption, which is
required by PEDA. However, the PEDA model had only used API data from the RISS dataset. Another
important distinction for the PEDA model is the specification for crypto-ransomware, while RISS has
both crypto-ransomware and locky-ransomware. Figure 10B is the EldeRan model that uses the whole
RISS dataset that includes API, the registration key, file and directory operation, dropped file and
embedded string. Dropped file data indicates that the RISS dataset contains data after the encryption
stage, because ransomware will only drop the file after encryption had been accomplished. In the
EldeRan model, first the data will goes through feature selection using Mutual Information. After that,
the selected features will be trained and tested using Regularized Logistic Regression to predict the
binary classification.

For the evaluation metric, we compared four metrices according to the research by
Sgandurra et al. [30]. These are areas under the curve of the receiver operating characteristic
(AUC ROC), Test Error, Detection Rate and False Positive Rate (FPR). These metrices are based on a
confusion matrix [35] as shown in Table 4.

Table 4. Confusion Matrix.

Predicted Class

Negative (Normal) Positive (Attack)

Actual Class
Negative (Normal) True Negative (TN) False Positive(FP)

Positive (Attack) False Negative (FN) True Positive(TP)

Test Error is as shown in Equation (3) Test Error = 1− TP+TN
TP+TN+FP+FN . It also means (1 −Accuracy).

Accuracy is the ratio of all accurate predictions, Accuracy = TP+TN
TP+TN+FP+FN .

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Test Error = 1−
TP + TN

TP + TN + FP + FN
(3)

where (referring to Table 4);

TP – True Positive
TN – True Negative
FP – False Positive
FN – False Negative

The Detection Rate is also called the True Positive Rate (TPR). The formula is as shown in
Equation (4) TPR = TP

TP+FN . It is the ratio of the correctly predicted positive outcome over the actual
positive outcome.

TPR =
TP

TP + FN
(4)
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The False Positive Rate (FPR) is shown in Equation (5) FPR = FP
FP+TN . It is the ratio of the wrongly

predicted positive outcome over the actual negative outcome.

FPR =
FP

FP + TN
(5)

ROC is the curve of FPR versus TPR, therefore the AUC of ROC calculates the prediction
algorithm’s ability to distinguish between positive and negative outcomes.

5. Conclusions and Future Work

Comparing LA with other learning algorithms such as RF and NB, LA has better performance in
all the calculated metrics, namely AUC, test error, FPR and detection rate. Even when compared to an
Ensemble of RF and NB, and RF with feature selection, LA’s overall performance is still better.

Therefore, we can conclude that PEDA-Phase-I or LA has achieved its objective as an effective
prediction model to detect crypto-ransomware using only API data. LA consisted of an integration of
the discretization of the data and the ensemble of multiple Decision Trees. Discretization helps to reduce
the complexity of the data, and ensemble reduces over-fitting of high dimensional data. These two
approaches have allowed LA to achieve a good result. LA’s performance is also comparable to EldeRan,
but with considerably simple and focused data of choice. EldeRan uses API, registration key, file
and directory operation, dropped file and embedded string, totaling 30,067 features. In addition,
LA is found to produce the lowest False Positive Rate of 1.56%, which means that it has a very low
probability of determining a goodware wrongly. This is important to ensure that the user receives the
minimum false alarm, reducing the stress of alerting user wrongfully. Therefore, we can conclude that
PEDA-Phase-I or LA can be a great tool to detect and stop any crypto-ransomware attack.

The PEDA model aims to detect ransomware at the pre-encryption stage, which is crucial in
stopping the need to pay ransom. However, it can only be implemented using a new dataset with API
from the pre-encryption stage. This limitation can be considered as an objective for future research.
In addition, PEDA-Phase-II aims to store all detected ransomware’s signature to produce a Signature
Repository. This storage function is important to stop the ransomware at an earlier stage or the
pre-execution stage, thus achieving zero damage from a known ransomware. Signature detection is
rigid, but can produce accurate and fast detection.
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