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Abstract: Systems for application domains like robotics, aerospace, defense, autonomous vehicles, etc.
are usually developed on System-on-Programmable Chip (SoPC) platforms, capable of supporting
several multi-modal computation-intensive tasks on their FPGAs. Since such systems are mostly
autonomous and mobile, they have rechargeable power sources and therefore, varying power budgets.
They may also develop hardware faults due to radiation, thermal cycling, aging, etc. Systems must
be able to sustain the performance requirements of their multi-task multi-modal workload in the
presence of variations in available power or occurrence of hardware faults. This paper presents an
approach for mitigating power budget variations and hardware faults (transient and permanent) by
run-time structural adaptation of the SoPC. The proposed method is based on dynamically allocating,
relocating and re-integrating task-specific processing circuits inside the partially reconfigurable FPGA
to accommodate the available power budget, satisfy tasks’ performances and hardware resource
constraints, and/or to restore task functionality affected by hardware faults. The proposed method
has been experimentally implemented on the ARM Cortex-A9 processor of Xilinx Zynq XC7Z020
FPGA. Results have shown that structural adaptation can be done in units of milliseconds since the
worst-case decision-making process does not exceed the reconfiguration time of a partial bit-stream.

Keywords: run-time structural adaptation; run-time design space exploration; multi-task multi-modal
FPGA-based systems

1. Introduction

Modern autonomous embedded systems are expected to be capable of high performance
computing and also executing several such high performance tasks on a single platform. They are,
therefore, mostly implemented using SoPC platforms due to the advantages they offer [1–4].
While processing of the algorithmically intensive tasks of the supported applications can be carried
out on the sequential processors of the SoPC (hard-core processors), the computation-intensive tasks
can execute as hardware tasks on FPGAs to provide the requisite high performance. This trend of high
performance computing can be observed in several domains, from commercial applications like Global
Positioning Systems (GPS), driver assistance, robotic systems etc. to critical military and aerospace
applications. However, the increasing complexity and requirements of applications has resulted in
the applications having multiple modes of operation, where a mode can be referred to as a set of
tasks and their specifications that remain unchanged for a certain period of time. Changes in the
functionality, number, priorities and/or performance specifications of the tasks imply a mode change
for the application. Consequently, systems supporting multi-task workloads are now also expected to
be able to support dynamic changes in their workload.
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Considering autonomous and mobile systems deployed for critical applications; they also
face dynamic variations in the environmental conditions like available system power budget or
hardware resources. Available power budget can vary as the power consumption of tasks in
different modes varies. Power budget can also vary depending on the factors that affect the power
sources like rechargeable batteries. Some of these factors are: the charging sources like wind or
solar energy, operating temperature, number of charge/discharge cycles, etc. Available hardware
resources can vary due to occurrence of transient or permanent hardware faults which may arise
due to radiations, thermal cycling, vibration/acceleration intensity, hidden manufacturing defects,
operation in hazardous environments or aging. Such dynamic environmental changes can impact
the performance of the executing workload. Systems must be able to maintain the performance of
their critical multi-modal tasks even in presence of dynamically varying environmental constraints.
Since, in general, variations in both, workload and environmental conditions are unpredictable,
complex autonomous and mobile systems must be able to adapt to the changing constraints at run-time!

Consider a space-borne system, say a satellite in an orbit. It operates on rechargeable batteries,
which depend on solar energy. The set of tasks it will execute will depend on events like its position in
orbit, intensity of solar storm, external requests (e.g., communication with mission center), etc. In such
a case, it cannot be considered that power budget will change very slowly. For example, suppose the
system is in a certain mode, performing a certain set of tasks. It encounters an unexpected event or
receives a request for system mode change such that it is now required to run a new set of tasks which
may have a significantly different power consumption as compared to the previously executing set of
tasks. In this case, the corresponding power budget change will occur in very short time (e.g., in range
of milliseconds). Moreover, charging of the batteries, which depends on the available solar energy and
the type of back-up power system used, could lead to changes in the power budget. The switching
period to switch to the back-up power system and oscillations of the power transfer switch could also
influence the power budget.

Thus, for autonomous and mobile systems, there are many cases when their power budget
changes quite rapidly. There can also be simultaneous requirements for changes in system mode or
occurrence of hardware faults. Systems need to be ready to adapt to all such dynamic changes at
run-time to sustain the performance of their multi-task workloads and to avoid emergency shut-down.

A potential solution to this challenging requirement is the use of Run-time Structural Adaptation
(RT-SA); a method with which a system can dynamically modify its SoPC architecture to mitigate
changes in workload, environmental constraints and possible occurrence of faults. In other words,
run-time structural adaptation in SoPC means changing the set of components and/or links between
the on-chip components during the execution of tasks to optimize system performance to the dynamic
environment (e.g., variations in power budget, temperature fluctuations, occurrence of faults, etc.)
RT-SA enables: (a) dynamic selection of a suitable system architecture according to the existing set of
constraints and (b) reconfiguration of the selected architecture in run-time. For a given hardware task’s
algorithm and its range of permitted performance specifications, several implementation variants can
be obtained for that task, which exhibit different resource usage, operating frequency, performance,
and hence power consumption [5]. They are referred as Application Specific Processing (ASP) circuit
variants of that task. The ASP circuit variants of all system tasks can be stored in system memory as
partial configuration bit-streams (or bit-files), which can reconfigured in the Partially Reconfigurable
Regions (PRRs) of the FPGA using Dynamic Partial Reconfiguration (DPR). As conditions change,
a suitable task variant which meets these conditions can be dynamically reconfigured to adapt to the
situation. For example, in a low power budget scenario, a task variant occupying more hardware
resources and operating at a reduced frequency can be reconfigured such that its performance is
maintained and Dynamic Power Consumption (DPC) is reduced. Consider a system executing four
tasks, each of which has ten ASP circuit variants. This results in a design space of 104 possible
combinations of SoPC architectures. The system now has the flexibility to select one suitable system
configuration, i.e., a combination of ASP circuit variants of the four tasks, depending on factors like
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current workload (mode) of the system, available power budget, available hardware resources etc.
RT-SA can thus enable systems to dynamically sustain the performance of their tasks within the
permitted range in presence of changing workload, environmental conditions, and faults. Its practical
application, however, has the following challenges:

1. In multi-task multi-modal systems, when the number of modes, tasks, and their ASP circuit
variants increase, a large design space of system configurations is formed. For example, a system
with a total of 16 tasks, 16 ASP circuit variants per task, 20 modes, and 5 tasks per mode will have
a design space of 165 = 1,048,576 system configurations per mode. Since a solution must be found
at run-time, within the permitted adaptation time, it may not possible to exhaustively evaluate
each configuration at run-time. As a result, there must be a Run-time Design Space Exploration
(RT-DSE) method with a small execution-time overhead to select a suitable configuration that
satisfies the tasks’ performance specifications, DPC and hardware resource constraints.

2. The RT-DSE method will need the DPC of candidate system configurations to decide the most
suitable solution. It is practically not feasible to measure and store the DPC of all the possible
system configurations in a Look-Up-Table (LUT). In the above example, this would mean
measuring the DPC of 20 modes ×165 configurations per mode during system design phase
and feeding these values in a large LUT. Furthermore, any addition or modification of system
modes, tasks, or their variants will imply re-doing the entire offline process all over again!
Thus, it is necessary to have a run-time analytical model which can estimate the DPC of system
configurations under evaluation during the run-time DSE process itself.

3. Once a solution is provided by the run-time DSE method, the system needs to be dynamically
reconfigured with the new chosen ASP circuit variants of the active tasks within the permitted
adaptation time. It is to be noted that the permitted adaptation time is application specific.
For a commercial video processing application, a loss of a couple frames can be permitted,
but for a critical military application, loss of only one frame may be permitted for adaptation.
A system must therefore have the infrastructure that allows a quick transformation to the new
selected configuration. ‘Multi-mode Adaptive Collaborative Reconfigurable self-Organized
System’ (MACROS) framework has been developed for this purpose [6]. It permits reconfiguration
and automatic integration of ASP circuit variants with a very small time overhead in the order of
only a couple clock cycles [7,8]. A brief description of MACROS is provided in Section 3.

This paper is our effort in making progress towards practical deployment of RT-SA in autonomous
and mobile FPGA-based systems. It has the following novel contributions:

1. It proposes a method for FPGA-based multi-task multi-modal systems for their run-time structural
adaptation to an extensive set of possible situations of: (a) changing system modes, (b) changing
power budgets, and (c) occurrence of hardware faults. It incorporates an RT-DSE mechanism
which finds the most suitable system configuration depending on the existing set of constraints,
thus enabling RT-SA.

2. It proposes a method to derive the complete Dynamic Power Consumption Estimation Model
(DPCEM) of an FPGA in terms of all its reconfigurable resources; clock frequency, Logic slices,
Block RAM (BRAM) slices, and DSP slices. The DPCEM is used by the RT-DSE method to evaluate
DPC of potential configurations.

The paper is divided as follows: Section 2 discusses the current research in the field of run-time
adaptation and brings out the importance of run-time structural adaptation. Section 3 is a brief
description of the MACROS framework’s architecture. Section 4 discusses the decision-making
functionality of the run-time structural adaptation method. Section 5 presents the experimental setup
for the DPCEM derivation method and outlines the derivation procedure using the example of Xilinx
Zynq XC7Z020 and Kintex-7 XC7K325T FPGA devices. Section 6 shows how the run-time structural
adaptation method uses the DPCEM to evaluate potential solutions during the adaptation process.
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Section 7 considers a wide variety of changing constraints and explains how a system can dynamically
take decisions and adapt to each scenario using the run-time structural adaptation method. Section 8
analyzes the LUT-storage and time overhead of the method based on its implementation on the ARM
Cortex-A9 processor of the Zynq XC7Z020 FPGA. Section 9 concludes the paper.

2. Literature Review

Most systems based on SoPC platforms incorporate a real-time operating system (RTOS) or
a management system on the lines of an RTOS to adapt to dynamic workloads, power budget,
performance, temperature and/or fault constraints. Research efforts have resulted in a generalized
concept for RTOSs and their basic functions, which are time and resource management for optimized
multi-tasking. These functions mainly include task scheduling, task mapping and allocation, inter-task
communication, task to RTOS communication, task configuration etc. [9,10]. Several RTOSs have been
developed based on these concepts. They differ from each other based on the number and complexity
of their functions, the mechanisms to carry out the functions, their implementation, all of which
depend on the system structure that they are developed upon and the applications they are being
used for. Refs [11–15] are some examples that support multi-tasking and workload management
for hardware tasks, i.e., tasks executing on FPGAs. R3TOS [16,17], BORPH [18], CAP-OS [19],
ReConOS [20] are RTOSs that serve systems with both hardware and software tasks (tasks executing
on soft or hardcore processors). Some management systems [20–22] also support tasks that can
have software and hardware versions of implementation. Such tasks can be dynamically relocated
between software and hardware versions to ensure optimal resource management while maximum
tasks are served and their deadlines are met. Several techniques have also been adopted for real-time
power consumption and/or temperature management. A commonly used method for dynamic
power management is power gating [23,24]; where portions of the configured circuits are turned off
when they are not operating. Methods like Dynamic Voltage and Frequency Scaling (DVFS) and
DFS are used to control power consumption [25,26] and temperature [27] and also to sustain task
performances in presence of temperature variations [28]. Dynamic scheduling techniques [27,29–32]
and dynamic mapping (or resource management) techniques [27,33–35] are other methods used to
achieve power and/or thermal aware workload management. Dynamic scheduling and mapping
techniques are also employed for fault mitigation [15,36,37]. To ensure reliability in mission-critical
systems like space-borne systems, the emphasis is on protection against and recovery from transient or
permanent faults due to radiation effects. Triple Modular Redundancy (TMR) and scrubbing [38–40]
are the most common methods deployed for mitigating transient faults. Built-In Self-Test (BIST)
procedures [41] or methods like device reprogramming to avoid damaged regions [42] are used to
cater to permanent faults. Refs [7,8] propose a run-time relocation based mechanism with a very small
time overhead to mitigate transient and permanent faults in FPGA-based systems deployed with
the MACROS framework. The authors of [43] present a method for mitigating permanent faults in
FPGA-based heterogeneous systems; several variants of the same task are stored such that they occupy
different reconfigurable regions. The appropriate variant is configured when a fault is detected in a
reconfigurable region. A method of relocating faulty computation or interconnection tiles to spare tiles
to increase fault-tolerance is proposed in [44]. Ref [45] discusses a switching mechanism, where tasks
are switched between their hardware/software versions in case of faults. Ref [46] presents a method
using DPR to increase reliability in presence of faults in micro-processor based systems.

Although significant progress is seen in the development of run-time adaptive systems,
the proposed solutions are not complete to support adaptation in dynamically varying environmental
conditions like varying system power budget, temperature or occurrence of hardware faults. This is
because the tasks that the systems manage have fixed implementation circuits. It is due to this fixed
nature of tasks that systems can only re-schedule them (in time) and re-allocate or re-map them on
different available resources (space). With this limited flexibility in the dimensions of time and space,
it may be possible to adapt to dynamically varying workloads, but it may not be completely possible
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to satisfy dynamically changing environmental constraints. This is because the adaptation techniques
are applied to optimize a fixed parameter in presence of a fixed set of environmental constraints.
For example, minimize power consumption with fixed task-performance and resource constraints.
However, in the case of mobile and autonomous systems operating in non-static environments,
the environmental constraints themselves vary and hence even the parameter to be optimized.
For example, if power budget drops, system power consumption must be minimized in accordance
with the new power budget constraint by trading off task performances. If hardware faults occur,
resource utilization must be minimized. If tasks being executed are critical, performance should
be maximized. Such a flexibility can only be achieved if a system is able to change its structure,
i.e., use different task implementation circuits to accommodate dynamic variations in the set of
constraints. Some research efforts have been observed in this direction. Ref [47] proposes selection
of a suitable combination of number of processor cores, the clock frequency and the placement
of software threads based on the performance and power consumption constraints of the system.
Ref [48] discusses the use of software task variants for massively parallel processor arrays. Based on
temperature changes, a different configuration of the same task, occupying a different number of
processing elements is re-configured. The authors of [49] propose system adaptation using task variants
varying from pure software to a mix of hardware and software implementations. The concept of using
task variants is also gaining consideration in systems supporting purely hardware tasks. Ref [50]
proposes the use of differently shaped variants for hardware tasks, which differ in performance and
resource utilization. The focus of the algorithm, however, is only to improve FPGA resource utilization
ratio and reduce task rejection ratio. It cannot therefore apply well to systems which have multiple
varying constraints. The QoS-aware real-time management system presented in [51] uses tasks with
implementation variants on different platforms like processors, FPGA, GPUs etc. Such a system can
be useful specifically for heterogeneous systems only. Adaptation using variants of tasks and system
configurations is discussed in [52,53] respectively. However, in both cases, the events that trigger the
choice of a variant or a configuration are fixed. The system therefore cannot adapt to scenarios outside
the pre-defined scope of events.

From a review of the literature, the following points can be noted: (a) Most of the dynamic
adaptation methods mainly serve processor-centric systems. Even on FPGA-based SoPC platforms,
the research focus is for task management on soft-core processors or tasks which execute as hardware
accelerators for processors. (b) Most RTOSs are developed for tasks with deadlines, i.e., which run
only for specific periods of time. (c) They are based on task attributes like arrival time, worst-case
execution time, period, deadline, etc. The adaptation therefore becomes dependent on the nature
of tasks. (d) In most power/thermal/fault-aware systems, the adaptation method caters to only
one or two parameters and not all the constraints together. In practical scenarios, critical multi-task
multi-modal systems usually run continuously executing stream processing hardware tasks and can
face the conditions of varying power budgets, temperature, performance constraints, and hardware
faults, all together! Thus, more research is required towards development of systems that can sustain
their dynamic workload in varying environmental and fault conditions. Our initial efforts resulted in
a method for systems with static workloads to dynamically adapt to depleting power budgets and
fault conditions [54]. This paper proposes a run-time structural adaptation method for systems with
dynamically varying task-sets and their performance constraints. It allows run-time adaptation to
the changing system modes, increasing or decreasing power budgets, and mitigating hardware faults.
Adaptation to varying temperature conditions can also be easily incorporated in the proposed method.
This method can be integrated with an RTOS to form a decision-making RTOS that supports run-time
system adaptation to a wide range of dynamically varying constraints.

3. MACROS Framework

Figure 1 shows the general architecture of the MACROS framework [6]. It is formed by:
(a) several identical PRRs called “slots” on the FPGA, (b) a Distributed Communication and Control
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Infrastructure (DCCI), and (c) a Bit-stream and Configuration Management system (BCM). A task
variant’s ASP circuit may consist of multiple components, each occupying one slot on the FPGA.
Identical slots reduce management of reconfiguration of ASP circuit variants as their components can
be reconfigured on any available slot. DCCI, a crossbar switch structure, permits seamless system
communication. Inter-communication of task components to find their up-stream and down-stream
partners, their self-synchronization and inter-connection also happens over the DCCI [6]. The DCCI
thus ensures dynamic and automatic integration of the task components to form the complete ASP
circuit of a task. The BCM extracts the required bit-streams from the system memory and configures
them on available slots.

Figure 1. General architecture of MACROS framework.

For a MACROS framework-based system, when a new configuration is selected, the BCM
configures the components of the chosen variant of every task in the available FPGA slots without
any complex decision-making processes. The DCCI then dynamically interconnects the components
that belong to the same task without the need for any additional time-consuming control processes.
The new combination of task variants is ready to function with a very small time overhead [7,8],
thus making the MACROS framework an essential element of run-time structural adaptation.

4. Method for Run-Time Structural Adaptation to Varying System Modes, Power Budget,
and Occurrence of Hardware Faults

The proposed run-time structural adaptation method, termed as ‘Explorer’, is conceptually based
on [54], which was an initial attempt to test a run-time adaptation mechanism on a static set of tasks.
In real-life applications, mobile and autonomous systems supporting critical applications do not
usually have a fixed set of executing tasks. The set of tasks, number of tasks, their performance
specifications, priorities etc. can change based on the occurrence of some events. For example, a system
on-board a satellite might need to carry out some tasks when it gets enough sunlight. This means the
applications, or the multiple tasks running on the system are multi-modal. Run-time adaptation to
environmental conditions like varying power budget or hardware faults etc. is much more complex in
the case of multi-modal tasks as compared to when the set of tasks is fixed.

Furthermore, in [54], the only scenario considered with respect to adaptation to power budget
was when the power budget is depleting. However, in field deployed systems, power budget can
increase as well as decrease. For example, power budget of a space-borne system can increase when it
is in the presence of sunlight, which allows charging up it’s solar-energy dependent batteries. On the
other hand, if the system suddenly needs to run a set of tasks from its sleep mode, if will face a quick
drop in its power budget. Adaptation to scenarios when the power budget can vary; i.e., increase or
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decrease, is different and more algorithmically intensive as compared to an adaptation mechanism
only for depleting power budgets.

Thus, in this paper we are proposing a novel run-time adaptation mechanism for multi-task
systems which can have multiple modes, and which can face situations of increasing or decreasing
power budgets, and/or hardware faults. The mechanism is a look-up-table based run-time design
space exploration mechanism, that finds a close-to-optimum variant for each active task in the
given system mode, such that the existing constraints of power budget (increased or decreased),
performance specifications of the tasks, available hardware resources, etc., all are met.

4.1. System Description

The Explorer enables run-time structural adaptation for multi-task multi-modal systems. For such
systems, let Tj, j = 0, 1, 2, . . . , l represent the system tasks and Mi, i = 0, 1, . . . , n represent the
system’s mode number, where each mode is associated with a set of tasks that execute simultaneously
while that mode is active. The number of tasks in a mode m is referred as Nm. Each task has the
following attributes:

1. Priority of the task in a mode—P0 (highest priority), . . . , Pk (lowest priority)
2. Range of performance available for this task in a mode, i.e., from hspec, the highest

performance level (e.g., 240 frames per second ( f ps) => 8) to lspec, the lowest performance
level (e.g., 60 f ps => 2). These values are relative not absolute and thus, can be associated with
different performance characteristics.

3. Existence condition, EC, a parameter that determines whether a task in a mode can be eliminated
or not. The task can be terminated if its EC = 0; not if its EC = 1.

The Explorer’s behavior is based on specific LUTs, namely, ‘Mode-specific LUT’ (‘MODE-LUT’)
and ‘Variant-specific LUT’ (‘Variant-LUT’). This approach allows the fastest reaction on unpredicted
events which may require minimum possible response time. Consider a multi-task multi-modal
system having a total of 6 tasks, T0 to T5, and three modes, M0 to M2. Table 1 presents an example of
MODE-LUT. It stores the tasks, their performance bounds and priorities for each mode. Task priority
in the paper’s context means the task’s criticality, i.e., how important the functioning of a task is,
with respect to the other tasks, when there is a need to either reduce some task’s performance
or eliminate a task in situations like low power budget, limited available hardware resources etc.
For example, as seen in Table 1, in mode M0 (N0 = 4), T5, the most critical task, has priority P0,
and T4, the least critical task, has priority P3. This means adaptation to varying environmental
conditions will begin with the least critical task T4. Since it has the least priority over the other tasks,
its performance/functioning will be altered (within its range of specifications) first to adapt to the
new set of constraints. MODE-LUT also lists the range of performance specifications, i.e., hspec and
lspec, for every task in each mode. For example, in Table 1, T0 has hspec = 8 and lspec = 2 in mode
M0, whereas it is a critical task with strict performance constraints, i.e., hspec = lspec = 8 in mode M2.
The hspec and lspec values in the Table 1 are a ratio with respect to the minimum performance instead
of actual values. For example, if the tasks are video processing tasks, their performance will be in
f ps. If minimum performance is 30 f ps, then in the above case, T0 will have hspec = 240 f ps and
lspec = 60 f ps in mode M0, and hspec = lspec = 240 f ps in mode M2.

Each of the six tasks has ten ASP circuit variants for run-time structural adaptation. Characteristics
of the ASP circuit variant of all the tasks, i.e., their resource utilization, operating frequency,
and performance are stored in the Variant-LUT, as shown in Table 2. In this table, only the task variants
used for the discussion in Section 7 are listed. The Variant-LUT, comprising of all the variants of each
of the six tasks, is shown in Table A1. A task with a particular performance can be implemented with
different combinations of frequency and resource utilization. For example, in Table 2, variants T0 − 0,
T0 − 1, and T0 − 2 of task T0, all have a performance of 8. However, T0 − 1 and T0 − 2 have half and
one fourth the operating frequency of T0 − 0, and occupy twice and four times the number of slots
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as T0 − 0 respectively. The choice of a variant depends on the existing set of constraints. Consider
the example shown in Figure 2. The system frequency, Fsys, is initially at 240 MHz and T0 − 0 has
been configured. If the system’s power budget reduces, Fsys can be reduced to 120 MHz to reduce
the system’s DPC. In order to maintain the performance of T0, T0 − 1 can be reconfigured instead
of T0 − 0. Similarly, if power budget further reduces, Fsys can be reduced to 60 MHz and T0 − 2 can
be reconfigured.

It must be noted that the set of tasks in a mode together result in the execution of the application
supported by system, in that mode. As a result, all the tasks are assumed to execute at the same system
frequency, i.e., Fsys. Thus, variants of tasks selected for adaptation are such that they all run at the Fsys

selected at that point of time. For example, in the case of a video processing application, all the tasks
will operate at the same Fsys to provide the same frame rate at a given resolution.

Table 1. Mode-LUT.

Mode # of Tasks (Nm)

P0 P1 P2 P3

hspec lspec hspec lspec hspec lspec hspec lspec

EC EC EC EC

M0 N0 = 4

T5 T0 T2 T4

8 8 8 2 8 2 8 2

1 0 0 0

M1 N1 = 3

T2 T4 T1

8 8 8 2 8 2

1 0 0

M2 N1 = 3

T0 T1 T3

8 8 8 8 8 2

1 1 0

Table 2. Variant-LUT.

Variant No. No. of Slots Fsys (MHz) Performance Logic Slices BRAM Slices DSP Slices

T0 − 0 1 240 8 3093 43 30
T0 − 1 2 120 8 6062 86 60
T0 − 2 4 60 8 11,877 172 120
T0 − 3 2 60 4 6062 86 60
T0 − 4 1 60 2 3093 43 30

T1 − 0 1 240 8 2061 22 82
T1 − 1 2 120 8 4040 44 164
T1 − 2 4 60 8 7914 88 328

T2 − 0 1 240 8 5003 27 24
T2 − 1 2 120 8 9806 54 48
T2 − 2 2 60 4 9806 54 48
T2 − 3 1 60 2 5003 27 24

T3 − 0 1 240 8 4009 16 46
T3 − 1 2 120 8 7858 32 92

T4 − 0 1 240 8 5088 39 51
T4 − 1 2 120 8 9972 78 102
T4 − 2 1 60 2 5088 39 51

T5 − 0 1 240 8 2567 33 73
T5 − 1 2 120 8 5031 66 146
T5 − 2 4 60 8 9857 132 292
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Since each task has a range of performance specifications, it also has ASP circuit variants with
different performance values. A variant with a lower performance will occupy lesser resources than
another variant with a higher performance at the same Fsys. Thus, having a range of performance
specifications enables continuous execution of the task instead of mere elimination if it is unable
to fit in the available space at a fixed performance. For example, as seen in Table 1, in mode M0,
T2 has hspec = 8 and lspec = 2. As seen in Figure 3, if its current performance is 4 and Fsys = 60 MHz,
from Table 2, variant T2 − 2, occupying 2 slots, needs to be configured. However, if only 1 slot is
available in the FPGA, performance of T2 can be reduced to 2, so that variant T2 − 3, occupying 1 slot,
can be configured. This way, T2 can continue to execute at a reduced performance and its elimination
due to lack of space is avoided. The current performance of a task is expressed by a parameter called
Current Possible Performance (CPP). Since tasks can be eliminated to adapt to the existing constraints,
the active number of tasks in a mode may not always be equal to Nm. A track of the active number of
tasks is maintained by a parameter Na.

Figure 2. Example of a task’s ASP circuit variants that have the same performance.

4.2. Decision-Making Run-Time Structural Adaptation Method

The Explorer monitors the current power budget at regular intervals of time and is also invoked
when there is a hardware fault or a need for a system mode change. It takes different decision paths
depending on the system mode, power budget, hardware resource and task performance constraints
to dynamically select a system configuration which satisfies all the constraints. The system needs
spare slots for adaptation; maintaining a task’s performance while reducing Fsys or relocating a task
component due to a hardware fault requires free slots. The Explorer therefore, always selects a
configuration at the highest possible Fsys that meets the power budget to keep as many slots in reserve
as possible.

Mode_Change Flow: The Explorer uses this decision path when the system begins in its default
mode or if there is a need to switch to another mode while the system is functioning. As shown in
the left side of Figure 4, it extracts the characteristics of the tasks in the required mode, m, from the
Mode-LUT and estimates the system’s Permitted DPC (PDPC) based on the available power budget.
It sets Fsys to maximum, Na = Nm, and the current possible performance, CPP, of every task in the
mode m to its respective hspec with the goal of finding a configuration where every task will operate at
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its hspec at the highest possible Fsys. Once the Fsys is set, the Explorer scans the Variant-LUT of every
active task to find a suitable variant for it. It begins scanning the Variant-LUT of the task with highest
priority P0, and then continues for all the Nm tasks in the mode m. If a variant for a task is not found,
it checks if that was because a potential variant could not fit in the available space. In that case, it goes
to the Space_Adjustment Flow to cater to that issue. If that is not the case, there is an error. This can
occur only if there is an error during the design phase of the system. Once variants for all the tasks are
found, i.e., a candidate system configuration is selected, the explorer goes to the Power_Analysis Flow
for checking if the configuration meets the power budget constraint.

Figure 3. Example of a task’s ASP circuit variants that have different performances.

Power_Analysis Flow: This flow is shown in the right side of Figure 4. The Explorer uses the
run-time DPCEM discussed in Section 5 to estimate the DPC of the candidate configuration. If it’s
estimated DPC (EDPC) is lower than the PDPC, the set of ASP circuit variants is chosen as the new
system configuration and the Explorer waits for the next instance of power budget. Otherwise, it goes
to Reduce_System_DPC Flow in an attempt to reduce the system’s DPC to adapt to the low power
budget constraint.

Power_Budget_Check Flow: This flow, as shown in the left side of Figure 5, is used whenever it
is time to check the system’s power budget. This means, after using the Mode_Change Flow either due
to system start up or request for changing the system’s mode, the Explorer always comes to this flow
at regular intervals of time for adaptation to the new monitored power budget. At the time of new
power budget check, the Explorer estimates the system’s PDPC. If the power budget has dropped
with respect to the previous one, it checks the DPC of the current configuration (CDPC). If it meets
the PDPC constraint, the Explorer retains the configuration and waits for the next instance of power
budget. Otherwise, it goes to Reduce_System_DPC Flow in an attempt to reduce the system’s DPC to
adapt to the low power budget constraint.
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When power budget increases as compared to the previous one, the Explorer sets Na = Nm

and the CPP of every task in that mode to its respective hspec. This is because, with the increased
budget, it may now become possible to execute all the Nm tasks at their hspec. If Fsys is not already
maximum, the Explorer increases the Fsys by a step and finds suitable variants for all the tasks. If the
new configuration has a lower EDPC than the PDPC, Fsys is increased again and the process repeats.
This continues until a configuration is found whose EDPC exceeds the PDPC. The explorer now
follows Reduce_System_DPC Flow and finally settles onto a configuration which has lower EDPC
than the PDPC. This process is needed to reach the highest possible Fsys for the available power
budget. If the Explorer accepted a configuration in the first iteration itself, there could still be room for
increasing some task’s performance or adding in an eliminated task and it would have been missed.
During the iterations, if a configuration has a lower EDPC than the PDPC even at maximum Fsys, it is
accepted as a solution since the tasks are executing in their best possible configuration.

Reduce_System_DPC Flow: This decision flow is shown in right side of Figure 5. Since the
system’s DPC needs to be reduced due to a reduced power budget condition, the Explorer reduces
Fsys by one step, finds a new configuration for the active set of tasks at that Fsys, and proceeds to the
Power_Analysis Flow. If Fsys is already at its minimum, it goes to Reduce_System_DPC_Minimum_Fsys

Flow in an attempt to reduce the system’s DPC.

Figure 4. Mode_Change and Power_Analysis Flows of the Explorer.

Space_Adjustment Flow: This flow is shown in Figure 6. When Fsys is reduced, the Explorer
needs to select ASP circuit variants requiring more number of slots to maintain the performance
of every task. Hence, it is possible that even after using the spare slots, all the tasks may not be
accommodated. If a task with priority Ps does not fit in the available space, the Explorer tries to reduce
it’s CPP so that a variant which occupies lesser number of slots can be chosen. If it is already at it’s lspec,
the Explorer saves the task priority Ps and then tries to reduce the CPP of a higher priority task to make
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room for the task under consideration. When successful, it comes back to the task with priority Ps in
an attempt to accommodate it in the created space. However, if CPP of any task cannot be reduced
even after reaching the task with highest priority P0, the Explorer eliminates the task with priority Ps if
its EC = 0 and throws an error if its EC = 1. If the task with priority Ps is eliminated, the Explores
moves on to the Power_Analysis Flow. If the task with priority Ps is accommodated and is the last task,
i.e., the least priority task, the Explorer proceeds to the Power_Analysis Flow. If not, it moves on with
finding variants of the remaining tasks.

Figure 5. Power_Budget_Check and Reduce_System_DPC Flows of the Explorer.

Reduce_System_DPC_Minimum_Fsys Flow: This flow is shown in Figure 7. When Fsys is at itś
minimum, the Explorer tries to reduce the system DPC by reducing the CPP of a task, starting from
the one with the least priority (PNa−1). If the task is already at its lspec, the Explorer tries to reduce the
CPP of a higher priority task. If it is not possible to do so even after reaching the task with highest
priority P0, the Explorer eliminates the least priority task after verifying its EC. It then proceeds to the
Power_Analysis Flow.
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Hardware_Fault Flow: The Explorer chooses the same flow as shown in Figure 7 when a hardware
fault occurs in a slot. The fault mitigation method is based on the run-time component relocation
method discussed in [7,8]. The basic idea is to relocate the affected task component to a spare slot.
This process always takes the same time, which is the slot reconfiguration time. The affected task
component thus has a fast recovery. The faulty slot can then be tested for transient or permanent faults,
while the affected task component is already up and functioning.

Figure 6. Space_Adjustment Flow of the Explorer.

For the kind of systems discussed here, a spare slot may not always be available for relocation
in the case of a fault. In such a case, a spare slot will need to be created to cater to the situation.
When a hardware fault is detected in a slot, the Explorer checks the availability of a spare slot. If found,
it reconfigures the affected task component to that slot. If there is no spare slot, it tries to create one by
reducing the CPP of a task, starting from the one with the least priority. If that is not possible even
after reaching the task with highest priority P0, the Explorer eliminates the least priority task after
verifying its EC and configures the affected task component in the new available spare slot. In the
case of a transient fault, this adaptation is temporary; only until the affected slot is restored. However,
when the fault is permanent, the available number of slots permanently reduce for the system.
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Find_System_Configuration Flow: The Explorer comes to this flow, shown in Figure 8,
whenever there is a need to find a candidate configuration for the system, i.e., find a combination
of suitable variants of the active set of tasks. The Explorer starts with the task with highest priority
P0. It finds a suitable variant for the task that satisfies the existing set of constraints, using the
Find_Task_Variant Flow, and moves on to scan the LUT of the next lower priority task. This continues
till the task with least priority. The selected variants of all the tasks form the candidate configuration
of the system.

Figure 7. Reduce_System_DPC_Minimum_Fsys and Hardware_Fault Flows of the Explorer.

Find_Task_Variant Flow: The flow to select a suitable variant for a task under consideration is
shown in the expanded view in Figure 8. The explorer scans the Variant-LUT of the task to find an ASP
circuit variant whose frequency and performance are equal to Fsys and the CPP of that task, and which
fits in the available number of slots on the FPGA. If no variant is selected due to lack of space, it goes
to the Space_Adjustment Flow in an attempt to accommodate the task. Otherwise, if there is no variant
selected, there is a system design error.
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4.3. Analyzing Cost of Run-Time Structural Adaptation

Adaptation Time Overhead: From Section 4.2, it can be seen that the Explorer can dynamically
maintain the performance of a system’s critical tasks by adjusting the performance values of its lower
priority tasks, changing system frequency and/or relocating task components such that the system
configuration meets the existing power budget, hardware resource constraints, and the performance
specifications of all the individual tasks. The cost of such a dynamic flexibility is only a small period
of adaptation time where some or all of the executing tasks are affected. This further depends on the
availability of spare slots. For example, suppose that a variant of task needs to be reconfigured for
adaptation. If spare slots are available, the new variant can be reconfigured to the spare slot(s) while
the original task is executing. Once the new variant is reconfigured, the originally running task variant
is stalled at an appropriate point in its execution cycle and the new one is integrated by the MACROS
framework. The adaptation time in this case is only the time taken by MACORS to integrate the
components of the newly configured task. However, if spare slots are not available, the original task
variant is stalled, followed by reconfiguration of the new task variant. In this case, the reconfiguration
time of the variant adds to the adaptation time. For a dynamic relocation example in [7], the adaptation
time is in the order of milliseconds. This time frame can satisfy the permitted adaptation time for many
applications; for example, multi-media/video/image processing applications, digital communication
etc. The small time overhead of the method makes it suitable for supporting run-time adaptation.

Figure 8. Find_System_Configuration and Find_Task_Variant Flows of the Explorer.

Storage Overhead and Exploration Time: Consider a system having 50 modes and 20 tasks.
Each task has 16 ASP circuit variants. For simplicity, let there be 10 tasks in each mode. In this case,
if system configurations need to be explored, for each mode, 1610 ≈ 1012 configurations will need to be
stored and scanned. For a total of 50 modes, the Explorer would need to store 50× 1610 ≈ 5× 1013

configurations. It may not be feasible to store so many configurations in an LUT. Additionally, even if
such a large design space is stored in a memory system, exploring it would take a prohibitively large
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computation time to be used at run-time. However, as discussed in Section 4.2, the Explorer selects
ASP circuit variants for all tasks individually, instead of selecting the entire system configuration.
Therefore, only ASP circuit variants of individual tasks need to be stored. For the above example,
only 20× 16 = 320 configurations will need to be stored. From these configurations, the Explorer will
only explore 10× 16 = 160 configurations for the existing mode. The number of configurations to be
stored and explored reduce by a huge factor of (50× 1610)/320 = 1.7× 1011 and (1610)/160 = 6.9× 109

respectively! The method thus not only reduces the memory requirements of the system, but also
reduces the exploration time significantly by reducing the number of configurations to be explored;
a requisite for run-time adaptation.

Reconfiguration Power Consumption: While reconfiguring a task component on a slot, the task
component operating on that slot prior to reconfiguration needs to be stalled. This means,
during reconfiguration, DPC is only due to the reconfiguration process since there is no data processing
during that time. Furthermore, DPR usually takes hundreds of micro-seconds to tens of milli-seconds
depending on the size of the bit-stream and the medium used for reconfiguration. It has been
demonstrated that power consumption for this small frame of time is negligible as compared to any
task operating on that slot [55]. In fact, since there is no data processing during DPR, the power budget
improves for that period of DPR. This is because instead of power being consumed by an executing
task, there is only a negligible power consumption of the DPR process. Thus, power consumed by
DPR can easily be ignored from the power budget calculations.

Data Loss during Adaptation: For the proposed run-time adaptation mechanism, it is important
to consider the data/information lost as a result of the adaptation. As mentioned in Section 2,
critical multi-task multi-modal systems usually run continuously executing stream processing
hardware tasks. Consider a system executing tasks which process incoming video streams. In such
a case, if a new variant for a task needs to be reconfigured, it will be stalled only when a frame
being processed is completed and the results are delivered. There is therefore, no loss of data within
a frame. Depending on the time taken for reconfiguration, as discussed above, in the ’Adaptation
Time Overhead’ Section, a couple frames could be lost. Once the task is reconfigured, it begins
operating from the new incoming frame. This means, for the kind of systems considered in this paper,
adaptation does not require saving the states of tasks, as they process incoming streams, and they are
stalled/initiated only at the completion/start of a new set of data (frame in this case).This is efficiently
supported by the MACROS framework, which can auto-synchronize the set of tasks executing at that
time. Thus, there is no time/storage overhead of the mechanism in terms of saving the tasks’ contexts.
However, there is some loss of data, the cost of which depends on the nature of the application being
supported by the system. For example, losing 2–3 frames in commercial applications does not matter
since the loss of a few frames is not even visible to the human eye.

Influence of Adaptation on Task Functioning: As discussed above, the systems considered for
this paper are autonomous systems with tasks processing incoming streams of data. Such tasks mostly
include BRAM-based buffers to store the incoming streams or the processed outputs. There is usually
no interaction with external memory. External memory, in such systems, is mostly used to store the
different bit-streams of the task variants and is accessed by the Bit-stream Manager while configuring a
selected task variant. When different variants of the ASP circuits of a task are configured for adaptation,
they do not affect the functionality of the task. For example, consider an ASP circuit variant of an
image processing task which occupies one slot, and operates at 120 MHz to give a performance of
120 f ps. The ASP circuit of this variant would include one buffer dealing with the entire image at
120 MHz. Suppose that the system needs to adapt to a low power budget condition and another
variant which occupies two slots and operates at 60 MHz needs to be configured. This variant would
have two buffers, processing half the image simultaneously at 60 MHz, thus giving a frame rate of
120 f ps. Similarly, consider a situation where a variant with a reduced performance needs to be
configured to adapt to a limited resource condition. If a variant which occupies one slot and operates
at 60 MHz is configured, there would be one buffer processing the full image at 60 MHz, thus giving a



Computers 2018, 7, 52 17 of 34

reduced performance of 60 f ps. This means adaptation does not affect the task functionality in any
way. The variants of ASP circuits of the tasks are developed with the aim of run-time adaptation
during their design phase.

Furthermore, if external communication with the DDR memory is required, this is achieved
through continuously executing static tasks, which operate at a fixed frequency. Thus, irrespective of
the changing operating frequencies of the configured task variants, their communication with the
external DDR memory is not affected. It can thus be seen that the Explorer does not have any role
to play in terms of the task functioning. It is solely responsible for selecting the appropriate system
configuration that meets the changing set of constraints. Run-time adaptation does not affect the
functioning of the tasks and their communication with external memory.

5. Method for Derivation of DPC Estimation Model

From Section 4.2, it is seen that during the structural adaptation process, the Explorer uses the
DPCEM of an FPGA to estimate the DPC of potential system configurations at run-time. This section
therefore discusses the method to derive the DPCEM for an FPGA.

During run-time structural adaptation, it is possible to reconfigure only the PRRs of the FPGA with
the ASP circuits of the system tasks. This means run-time structural adaptation can result in a change
only in the number and type of reconfigurable resources of the FPGA. Therefore, only the resources in
the PRRs and hence only the system tasks contribute to DPC of the FPGA. Power consumption of any
FPGA resource other than those in the PRRs become a part of the static FPGA power consumption.
DPC of a system configuration and hence the DPCEM can be therefore be expressed as the sum of the
DPC of each type of reconfigurable resource used by the ASP circuits. Thus, the DPCEM of an FPGA
must have the FPGA’s reconfigurable resources as its variable parameters.

To derive the DPCEM, the power consumption behavior of each type of reconfigurable resource
must be identified. From experiments performed on different FPGA devices based on the 28 nm
CMOS technology (Xilinx 7-series and Zynq 7000 family), it was found that DPC of each type
of reconfigurable resource in an ASP circuit has a linear relation with: (a) clock frequency and
(b) utilization, i.e., number of slices of the resource deployed. This behavior is in line with DPC
trend shown for the Xilinx FPGAs in [56]. Although the focus in [56] is not to observe the DPC
behavior of FPGAs, the presented DPC results depict the linear behavior of the Stratix and Virtex-4
family of FPGAs. This can also be validated from the equation that represents the DPC of each resource
in a FPGA [57]:

DPCresource = Cswitched ×V2 × F (1)

where Cswitched is the switched capacitance, V is the voltage supply, and F is the clock frequency of the
resource. From this equation, it is clear that the DPC of any FPGA resource will have a linear relation
with the clock frequency.

Another point to be noted is that capacitance of the resource is influenced by its switching activity,
i.e., number of transitions in a clock period [57]. The switched capacitance of a resource can therefore be
expressed as Cswitched = Ce f f × S, where Ce f f is the effective capacitance of the resource, that depends
on the parasitic effects of the interconnection wires and transistors, and S is the switching activity of
the resource. Thus, the total DPC of an FPGA resource with a utilization U can be written as:

Total DPCresource = V2 × F× Ceff ×U × S (2)

From Equation (2), the DPC of the FPGA can be expressed as [57]:

DPCFPGA = V2 × F×∑ Ceff _i ×Ui × Si (3)

where Ce f f _i, Ui, and Si are the effective capacitance, utilization, and switching activity of the resource i.
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Thus, DPCEM derivation essentially involves identifying the coefficients representing the linear
relationship of each type of reconfigurable resource with frequency and its utilization. These identified
coefficients will be dependent on the switching activity of the application. The DPCEM can therefore be
represented as a simple linear equation. Such a model can have a very small execution time overhead
and can hence be suitable for use at run-time.

5.1. Experimental Setup for DPCEM Derivation

As discussed above, DPC of an FPGA strongly depends on its underlying micro-architecture
and the switching activity factor of the circuit configured on it. As a result, the DPCEM of an FPGA
corresponds to only the application for which it has been derived. If the application and/or the FPGA
changes, a new set of DPCEM coefficients will need to be established for that FPGA and application.
However, the method of DPCEM derivation stays the same for any FPGA and any application. Thus,
to be able to derive a DPCEM, it was necessary to develop an experimental setup, i.e., choose an FPGA
platform and develop a test-circuit for which the DPCEM of that FPGA will be derived. Since the
MACROS framework requires DPR to enable run-time structural adaptation, the latest Xilinx 7-series
FPGA family based on 28 nm CMOS technology was selected. The ZedBoard [58], which houses the
Zynq XC7Z020 device (Artix-7 equivalent) [59], and the KC705 evaluation board [60], which houses
the Kintex-7 XC7K325T FPGA [61], were selected because they have different methods for DPC
measurement. This way, both the methods can be tested for DPCEM derivation and their use in
practical systems.

Most modern FPGAs have three types of reconfigurable computing and memory resources,
namely, Logic, BRAM and DSP slices [62,63]. A test-circuit was therefore developed such that it
includes all the three types of resources and has a structure which permits variation of usage of each
type of resource individually to isolate its behavior. It must be noted that in practice, for deriving
the actual DPCEM of an FPGA, the application that will run on the FPGA should be implemented
and tested instead of using the test-circuit discussed here. This aspect is briefly discussed in the
next Section.

The developed test-circuit, as shown in Figure 9a, includes three modules, namely, Memory,
Logic and DSP modules. The Memory Module mainly includes 2 buffers, formed using BRAM slices.
One buffer acts as the input to the Logic and DSP Modules while the other is being written into,
and they switch roles when the buffer is full. The buffers are continuously written into and read from
to have some switching activity in the BRAM slices that will result in their DPC. The Logic and DSP
modules are mainly formed using Logic and DSP slices respectively. They perform the same set of
arithmetic functions, are fed with the same input from the Memory module and produce the same
output. Their outputs are switched to form the circuit output to avoid the CAD tool from considering
one of the modules redundant and eliminating it from the design.

This circuit, consisting of Memory, Logic and DSP modules forms the base design for the
experiments. From this design, several variants with individually varying Logic, BRAM and DSP
slice utilization must be generated to identify the DPC behavior of each type of resource. This means,
variants with increasing Logic slice utilization must be generated at multiple frequencies to observe
the behavior of Logic slices alone. Similarly, another set of variants must be generated with increasing
BRAM and DSP slice utilization at multiple frequencies to observe their individual behaviors. To be
able to do so, each module is scaled multiple times and the outputs are logically ORed together
to produce one single output. For example, design variants with varying Logic utilization can be
generated by repeating only the Logic modules n times, where n = 1 to N; N is the number beyond
which, if the module is repeated, the required logic utilization will become higher than the logic slices
available in the FPGA. A combination of the scaled modules is termed as a ‘Bundle’. The scaled
modules are logically ORed to produce a single output so that the design functionality is maintained
in every variant. This means although every variant has a different Logic utilization, they all behave as
if they have only one Logic module in their design. Any other method that can maintain the design
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functionality while varying resource utilization can also be used to generate the variants. Figure 9b
shows a design variant where only Logic utilization is increased by scaling Logic Modules in the Logic
bundle and the BRAM and DSP Modules remain untouched.

While developing the base design, first, the individual modules, i.e., the Memory, Logic, and DSP
modules were designed. The attempt was that each module has a resource utilization between 15–25%
so that at-least 4 variants of varying utilization of one reconfigurable resource could be generated by
scaling the corresponding module (N = 4; n = 1 to 4). This way sufficient data would be available for
DPCEM derivation. Apart from this criteria, the resource utilization achieved for the base designs was
arbitrary; purely dependent on the circuits involved in the design.

Figure 9. (a) Memory Module; (b) A design-variant with increased Logic Utilization.

The base design developed for the Zynq XC7Z020 device, which includes one Memory, Logic,
and BRAM module, has a resource utilization of 3236, 35 and 22 Logic, DSP and BRAM slices, which is
≈25%, 16% and 16% respectively. These numbers are taken from the resource utilization file generated
for the base design by Vivado. With this initial resource utilization, it was possible to generate 4 variants
of varying Logic slice utilization and 5 variants of varying BRAM and DSP slice utilization.

Similarly, the base design developed for the Kintex-7 XC7K325T device includes 11219, 140 and
70 Logic, DSP and BRAM slices, which is ≈22%, 17% and 16% respectively. This utilization permitted
generation of 5 variants of varying utilization per resource.

5.2. Setup for DPCEM Derivation for Real Applications

As discussed, a test-circuit has been developed in this paper to demonstrate the DPCEM derivation
procedure. When deriving the DPCEM for real applications, the same concept that is used for
developing the test-circuit must be applied. This means, the main idea is to be able to isolate the
reconfigurable resources to identify their individual behaviors. The only assumption here is that
the design/circuit for the application is modular. This will allow scaling the number of specific
modules in the design to vary specific reconfigurable resources. For this purpose, modules that have a
higher concentration of a particular resource must be identified, just like in the case of the test-circuit.
For example, video/image processing applications usually have buffers to store the incoming frames.
They also have modules that are responsible for data processing; such modules will usually have a
higher percentage of logic slice utilization. DSP modules will have more DSP slice utilization, and so
on. To generate variants that have varying utilization of a particular resource, only the corresponding
module must be scaled multiple times, and not the entire circuit. For example, to generate variants with
increasing logic utilization, only the data processing module can be scaled multiple times, with their
outputs logically ORed together to produce one single output. This way, there is no change in the
functioning of the module and its output interface. Similarly, to generate variants with increasing
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BRAM utilization, only the buffer modules can be scaled. The same applies for the DSP modules. Once
this is done, the same method as discussed in this paper (Section 5.4) can be used to derive the DPCEM
for the desired FPGA device.

All applications may not use all the reconfigurable resources. Some may not need DSP modules,
while some may not need BRAM modules. For such applications the model coefficients will need to
be derived only for the reconfigurable resources being used. The step in the derivation procedure,
corresponding to the resource not being used, can be skipped.

5.3. Power Consumption Measurement Methods

While deriving the DPCEM, DPC values of the FPGA for all the design variants are required
in order to gather the initial data for model derivation. Software prediction tools like Xilinx Power
Analyzer can be used for this purpose if accurate switching activity factors are available [64–66].
We have used the method of actual DPC measurement to maximize the accuracy of the model derivation
process. This Section discusses the method of DPC measurement for the Zynq and Kintex devices
housed on the ZedBoard and KC705 evaluation board respectively.

Initially, the static power consumption (SPC) of both the boards is recorded. Total power
consumption (TPC) of the boards is then measured for every design variant. SPC is subtracted
from the TPC of every design variant to obtain the DPC of the respective FPGA for that design variant.
The DPC corresponds to the FPGA and not to the board since the test design uses only the FPGA
resources. The power consumed by the other on-board resources is a part of the board’s SPC.

Measurement Method on ZedBoard: The ZedBoard has a 10 mΩ sense resister in series with its
12 V power supply [58]. Power consumption of the board is obtained through the voltage recorded
across the sense resistor using Agilent Technologies Digital Multimeter, U3401A.

Measurement Method on KC705 Board: For the KC705 board, power supply is distributed in
the form of individual rails, which can be monitored with the on-board Texas Instruments power
controllers UCD9248PFC [60]. The individual rail voltages, currents, and thus power consumption
can be read by I2C-based communication with the Power Management Bus (PMBus) connected to the
controllers. Power consumption of the board is the sum of the power consumption of all rails.

5.4. DPCEM Derivation Process

This Section presents the procedure to derive the complete DPCEM of an FPGA in terms of all
its reconfigurable resources, i.e., Logic, BRAM and DSP Slices. It is based on [67], which discusses
a DPCEM derivation method for applications that use only Logic and BRAM slices. The DPCEM
derivation procedure in this paper considers usage of DSP slices along with Logic and BRAM slices.
It thus enables DPCEM derivation for an FPGA in terms of all its reconfigurable resources. The method
of identifying the coefficients for each resource is much simpler than the method in [67]. Since all the
reconfigurable resources are considered, the test designs developed for the derivation are different as
compared to the ones used in [67]. Furthermore, in [67], DPCEM results have been presented only for
the ZedBoard. However, in this paper, DPCEM results have been presented for the ZedBoard and the
KC705 evaluation board, i.e., for the Xilinx Zynq XC7Z020 and Xilinx Kintex 7 devices respectively.
This is done to: (a) Validate the fact that the proposed procedure is generic and can be used to derive a
DPCEM for any FPGA device or any FPGA-based board; as long as there is a mechanism to measure
the power consumption of the FPGA/board, and (b) Analyze the DPC behavior of FPGA devices built
on the same micro-architecture.

Zynq XC7Z020 device, housed on the ZedBoard, is used as the experimental platform to
demonstrate the derivation procedure. The DPCEM results for the KC705 board are presented next. It is
to be noted that even though the Zynq device includes the ARM Cortex A9 core, we are interested in
the DPCEM of only the FPGA. Since the test-circuits involve only the resources of the FPGA, the ARM
processor has a static power consumption. It is therefore, a part of the SPC of the ZedBoard, which is
eliminated from the TPC of the board to obtain the DPC of the FPGA. Thus, the ARM processor does
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not influence the derived DPCEM of the FPGA, and thus does not affect Explorer’s decision while
choosing a system configuration.

Step 1—Isolate Behavior of Logic Slices: In this step, four design variants with varying Logic
utilization are generated from base design discussed in Section 5.1. The Logic modules in the Logic
Bundle are scaled from n = 1 to 4. The Memory and DSP modules stay constant at one module for
all the variants. The resource utilization file of the base design for the Zynq device shows that each
Memory and DSP module consists of 22 BRAM and 35 DSP slices respectively (also discussed in
Section 5.1). These BRAM and DSP slices remain constant for all the variants.

For each of the four variants, five bit-streams are generated whose operating frequencies range
from 30 MHz to 150 MHz, in multiples of 30 MHz. DPC of the FPGA is measured for each of
the 20 bit-streams using the procedure described in Section 5.3. Since number of Logic slices and
frequency are the only variable parameters in the design variants, variation in the measured DPC is
also only due to variation in Logic slices and frequency. Therefore, the relation between DPC and
number of Logic slices is observed at each of the five frequencies with the help of the graph shown
in Figure 10a. Five linear equations are obtained, one for each frequency. The ‘Step 1’ tab of Table 3
lists the Coefficients and Constants of these equations at each multiple of 30 MHz. The Coefficient at a
particular frequency corresponds to the slope of increase in DPC due to increase in number of Logic
slices at that frequency. Similarly, the Constant at a particular frequency corresponds to the DPC of the
constant resources in the design, including the constant BRAM and DSP slices (22 and 35 respectively
in this case), at that frequency. It can be observed from the ‘Step 1’ tab of Table 3 that the Coefficients
and Constants linearly increase with frequency. Their values obtained at 30 MHz scale with the same
factor as the frequency. This shows that the Logic slices, BRAM slices, DSP slices and other constant
resources in the FPGA have a frequency dependent behavior. The set of five linear equations can,
therefore, be encapsulated into a single frequency dependent equation as:

DPC(Zynq7020) (mW) =
Fcc(MHz)

30
× (0.013× NLS + 55.17) =

Fcc

Fmin
× (CLS × NLS + 55.17) (4)

where, Fcc is current operating clock frequency and Fmin is minimum operating frequency for the
test design. CLS is the coefficient relating the DPC to NLS; the number of Logic slices. Fcc

Fmin
× 55.17

represents the frequency dependent behavior of the remaining constant resources in the design,
including the constant BRAM and DSP slices. This means, in actual circuits, which will have a different
BRAM and DSP slice utilization, their influence will be observed in the second term of Equation (4),
i.e., Fcc

Fmin
× 55.17. The constant 55.17 will be replaced by a different value, which will depend on the

BRAM and DSP slice utilization, and also on the switching activity factor of that hardware circuit.
Step 2—Isolate Behavior of BRAM Slices: In this step, five design variants are generated by

scaling the Memory modules in the Memory Bundle from 1 to 5. DSP utilization (35 slices) remains
constant throughout this step. Frequency is varied from 30 MHz to 150 MHz for each variant,
resulting in 25 bit-streams. DPC of Zynq is measured for each bit-stream. It must be noted that
increasing BRAM utilization also increases Logic utilization. As a result, DPC of Logic slices must be
eliminated to observe the behavior of BRAM slices alone. DPC of Logic slices in every design variant
is calculated using the first term of (4), i.e., Fcc(MHz)

30 × 0.013× NLS and subtracted from the measured
DPC values. Variation in DPC is now only due to variation in BRAM slices and frequency. The relation
between DPC of BRAM slices is observed at each of the five frequencies with the help of the graph
shown in Figure 10b. A set of five linear equations are obtained, whose Coefficients and Constants are
listed in the ‘Step 2’ tab of Table 3. The Coefficient at a particular frequency corresponds to the slope of
increase in DPC due to increase in number of BRAM slices at that frequency. Similarly, the Constant at
a particular frequency corresponds to the DPC of the constant resources in the design at that frequency.
The constant resources in this step include the DSP slices (35 in this case), but exclude the Logic slices
as their power consumption has been eliminated from the measured power consumption. It can be
observed from the ‘Step 2’ tab of Table 3 that these Coefficients and Constants also linearly increase
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with frequency, like in Step 1. This again shows that the reconfigurable resources and other constant
resources in the FPGA have a frequency dependent behavior. The set of equations can hence be
combined into the following general equation:

DPC(Zynq7020) (mW) =
Fcc(MHz)

30
× (1.1× NBS + 31) =

Fcc

Fmin
× (CBS × NBS + 31) (5)

where, CBS is the coefficient relating the DPC to NBS; the number of BRAM slices. Since DPC of
Logic slices is eliminated, Fcc(MHz)

30 × 31 represents the frequency dependent behavior of the remaining
constant resources in the design excluding the Logic slices.

Figure 10. (a–c) Zynq DPC vs. Number of Logic, BRAM and DSP slices respectively.

Table 3. Coefficients and constants of linear equations obtained during DPCEM derivation.

F = Fcc (MHz)
30

Step 1 Step 2 Step 3

Coefficient Constant Coefficient Constant Coefficient Constant

1 0.013 49.631 1.1 29.1 0.225 39.9
2 0.026 110.553 2.1 67.8 0.45 86.501
3 0.039 166.184 3.1 95.9 0.677 132.951
4 0.054 220.928 4.3 129.7 0.921 183.778
5 0.068 270.274 5.5 153.4 1.224 228.929

Approximation F× 0.013 F× 55.17 F× 1.1 F× 31 F× 0.226 F× 47

Step 3—Isolate Behavior of DSP Slices: In this step, five design variants are generated by
scaling the DSP modules in the DSP Bundle from 1 to 5. BRAM utilization (22 slices) remains constant
throughout this step. Frequency is varied from 30 MHz to 150 MHz for each variant, resulting in
25 bit-streams. DPC of Zynq is measured for each bit-stream. In this step too, scaling DSP modules
also increases Logic slices. This is because the DSP module is made up of DSP slices and some Logic
slices used as glue logic. Hence DPC of the Logic slices in every design variant is subtracted from the
measured DPC values like in Step 2. The relation between DPC and DSP slices is observed at each
of the five frequencies with the help of the graph shown in Figure 10c. A set of five linear equations
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are obtained. Their Coefficients and Constants are listed in the ‘Step 3’ tab of Table 3. The Coefficient
at a particular frequency corresponds to the slope of increase in DPC due to increase in number of
DSP slices at that frequency. The Constant at a particular frequency corresponds to the DPC of the
constant resources in the design at that frequency. The constant resources in this step include the
BRAM slices (22 in this case), but exclude the Logic slices as their power consumption has been
eliminated from the measured power consumption. Here too, the frequency dependent behavior of
the FPGA resources is observed; the Coefficients and Constants from the ‘Step 3’ tab of Table 3 scale
with frequency. Therefore, the set of equations in this step also can be represented as the following
general frequency dependent equation:

DPC(Zynq7020) (mW) =
Fcc(MHz)

30
× (0.226× NDS + 47) =

Fcc

Fmin
× (CDS × NDS + 47) (6)

where, CDS is the coefficient relating the DPC to NDS; the number of DSP slices. Since DPC of Logic
slices is eliminated, Fcc(MHz)

30 × 47 represents the frequency dependent behavior of the remaining
constant resources in the design excluding the Logic slices.

Step 4—Complete the DPCEM Equation: From (4)–(6) we have: CLS = 0.013, CBS = 1.1,
and CDS = 0.226; the coefficients which relate DPC to the number of Logic, BRAM and DSP slices
respectively. Also, from Steps 1 to 3, it has been observed that the DPC of each type of resource linearly
depends of frequency. A generic equation can thus be formed from (4)–(6), which represents the
DPCEM of an FPGA.

DPC(FPGA) (mW) =
Fcc

Fmin
× (CLS × NLS + CBS × NBS + CDS × NDS + CF) (7)

where, CF is a frequency dependent coefficient representing the behavior of the remaining constant
resources in the design excluding the Logic, BRAM and DSP slices.

Comparing (4) from Step 1 with (7) from Step 4, we get the following relation:

CBS × NBS + CDS × NDS + CF = 55.17 =⇒ 1.1× 22 + 0.226× 35 + CF = 55.17 =⇒ CF = 23.06 (8)

Similarly, comparing (5) and (6) with (7), the following relations are obtained:

CDS × NDS + CF = 31 and CBS ×NBS + CF = 47. (9)

The identified coefficients CLS, CBS, CDS, and CF validate the relations in (9). Thus, the complete
DPCEM for Zynq XC7Z020 involving the parameters of Logic slices, BRAM slices, DSP slices and
frequency can be represented as:

DPC(Zynq7020) (mW) =
Fcc

Fmin
× (0.013× NLS + 1.1× NBS + 0.226× NDS + 23.06) (10)

The maximum difference between the DPC values estimated using (10) and the measured DPC
results is 30 mW. Thus, (10) is an accurate DPCEM for the Zynq XC7Z020 FPGA device, for the test
design considered. It is clear that the BRAM slices highly influence the DPC of the FPGA as against
the Logic slices (1.1/0.013 ≈ 85 times) and DSP slices (1.1/0.226 ≈ 5 times). Also, the following can be
analyzed from the generic DPCEM Equation (7) obtained for an FPGA:

Due to the presence of the frequency dependent coefficient CF, it is possible to reduce power
consumption by decreasing frequency alone. This means, a task variant V1 with double the resource
utilization and half the operating frequency of another variant V2 will have lesser DPC as compared
to V2. For example, consider the first two variants, T0 − 0 and T0 − 1 listed in Table 2. T0 − 0 has
Fsys = 240 MHz and uses 1 slot on the FPGA. T0 − 1 has Fsys = 120 MHz and uses 2 slots on the FPGA
to give the same performance as T0 − 0. If we assume that T0 − 1 has double the number of resources
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used in T0 − 0, it will still have lower power consumption as compared to T0 − 0 due to the presence of
the frequency dependent coefficient CF in Equation (7). The value of the term Fcc

Fmin
× CF will be halved

when the frequency reduces to 120 MHz. It must be clarified that variant T0 − 1 may not have exactly
double the resources as that of T0 − 0, even though it uses double the number of slots as compared
to T0 − 0. For example, T0 − 0 could be carrying out some functions using more BRAM slices in a
slot. On the other hand, T0 − 1 could be carrying out the same function using more Logic slices in the
two occupied slots instead of BRAM slices so that its DPC could further be reduced. To summarize,
from the generic DPCEM Equation (7), it can be said that due to the frequency dependent coefficient
CF, the power consumption of a variant with double the resource utilization and half the operating
frequency of another variant will be lower instead of being the same. Thus, configuring a variant at a
lower frequency will help reduce the system DPC. (Each system mode usually has only a few tasks
whose performance need to be sustained at all times. The performance of other tasks may be reduced
within the specified performance range, if needed, to accommodate the changing set of constraints.
Thus, along with reduced Fsys, which helps reduce the system’s DPC, the lowered performance of
non-critical tasks can further reduce the total DPC of the system.)

Since the DPCEM derivation procedure is generic, the same method has been followed to derive
the DPCEM for the Kintex-7 XC7K325T device. For the steps 1, 2 and 3, the Logic, Memory and
DSP modules are respectively scaled from 1 to 5. Frequency is varied from 30 to 210 MHz in steps
of 30 MHz, resulting in 35 bit-streams per step. Figure 11a–c show the plots representing DPC vs.
Logic, BRAM and DSP slices respectively. Based on the set of linear equations obtained, the following
coefficient values are derived:

CLS = 0.012, CBS = 1, CDS = 0.22 and CF = 29.2 (11)

Figure 11. (a–c) Kintex-7 DPC vs. Number of Logic, BRAM and DSP slices respectively.

The complete DPCEM for Kintex-7 involving the parameters of Logic slices, BRAM slices,
DSP slices and frequency can be represented as:

DPC(Kintex-7) (mW) =
Fcc

Fmin
× (0.012× NLS + 1× NBS + 0.22× NDS + 29.2) (12)
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The maximum difference between the DPC values estimated using (12) and the measured DPC
results is 100 mW. (12) is an accurate DPCEM for the Kintex-7 FPGA, for the test design considered.
It can be observed that the DPCEM for Kintex-7 has the same general form as (7); the one obtained
while deriving the DPCEM for Zynq device. It thus validates the generic equation obtained as the
DPCEM of an FPGA. Comparing (10) and (12) shows that the coefficients obtained for Zynq and
Kintex-7 devices are similar. This is because even though they belong to different FPGA families,
they have the same fabrication technology and hence have similar power consumption behavior.
The DPCEM results for the Zynq XC7Z020 and the Kintex-7 device also show that the proposed
DPCEM derivation procedure is generic and can be applicable to any FPGA device.

6. DPCEM Usage during Run-Time Structural Adaptation

This section shows how the Explorer identifies the PDPC at every power budget check and how
it uses the DPCEM to estimate the DPC of a configuration-under-test.

PDPC Calculation: Consider the system to be operating on a rechargeable battery with a capacity
of I Ah at V volts. The battery capacity is thus Pavail(Wh) = V × I. If the system needs to function for
H hours, the permitted total power consumption (PTPC) is given as: PTPC(W) = (Pavail/H). If the
system’s SPC is Pstatic W, PDPC(W) = PTPC− Pstatic.

At the time of a new power budget after an interval of Hnew hours, the battery capacity reduces
by (Icon f ig × Hnew) Wh; where Icon f ig is the current being drawn by the present system configuration
in Amperes. Thus, Pavail(Wh) = Pavail − (Icon f ig × Hnew). The new PDPC of the system, based on the
new available power budget can again be found using the above steps.

DPC Estimation of a Configuration-under-Test: Equation (7) is used to estimate the DPC of a
candidate configuration. The resource utilization for the configuration can be obtained by accessing the
resource utilization of the selected variants of all the tasks in the configuration from the variant-LUT
and summing them up. Equation (7) then becomes:

EDPC (mW) =
Fcc

Fmin
× (CLS ×

Nc−1

∑
n=0

NLS + CBS ×
Nc−1

∑
n=0

NBS + CDS ×
Nc−1

∑
n=0

NDS + CF) (13)

where Nc is the number of tasks in the candidate configuration.

7. Example of Run-Time Adaptation in Different Scenarios

This section discusses an example of run-time structural adaptation of a system for different
mode, power budget and fault conditions. Consider the same example of the multi-task multi-modal
system having six tasks and three modes, described in Section 4.1. Tables 1 and 2 represent the
’mode-LUT’ and the ’Variant-LUT’ respectively. Consider this system to be developed on the Kintex-7
FPGA device which is deployed with the MACROS framework and has 8 slots. The system runs on a
rechargeable 12 V battery with a capacity of 48 Wh. Fsys can take values of 30, 60, 120 and 240 MHz.
Table 4 summarizes the flow of events which are discussed next.

Initial State: The default system mode is M0. On start-up, the battery capacity (BC) = 100%.
Estimated time of next battery recharge is after 9 h. With a Pavail = 48 Wh and H = 9 h,
PTPC = 48/9 = 5.33 W. Considering a Pstatic = 1.7 W, PDPC = 5.33− 1.7 = 3.63 W. The Explorer sets
Fsys to 240 MHz and selects variant no. 0 for each of the tasks in M0, i.e., T5, T0, T2 and T4, to maintain
their performance at maximum (Mode_Change Flow). Using Table 2, (11), and (13), EDPC of this
combination can be calculated as:

EDPC (mW) =
240
30
× {0.012× 15751 + 1× 142 + 0.24× 178 + 26.4} = 3.195 W.

Since EDPC ≤ PDPC, T5− 0, T0− 0, T2− 0, T4− 0 is selected as the system configuration, as seen
in Figure 12a. The system can now function for 9.81 h, ≈48 min more than needed by the budget.
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Table 4. Flow of events discussed in Section 7.

Time Elapsed
(hours)

System
Mode Pavail (%)

Current
Lifetime
(hours)

Needed
Lifetime

PTPC
(W)

PDPC
(W)

Candi-Date
EDPC (W)

New
Lifetime

0 M0 100.00 9.00 5.33 3.63 3.195 9.81
1 M0 89.80 8.79 9.00 4.79 3.09 3.048 9.08
1 M0 79.91 8.05 9.00 4.26 2.56 1.440 12.22

3.5 M2 57.02 8.67 8.00 3.42 1.72 1.251 9.27
0.5 M2 53.94 8.72 5.00 5.18 3.48 2.039 6.93

Adaptation to a depleted power budget in presence of spare slots: After one hour, BC ≈ 90%,
which permits the system to function for 8.81 h. However, power budget shows that due to external
conditions, battery recharge is possible after 9 h instead of the expected 8 h. PDPC reduces to 3.09 W
(Power_Budget_Check Flow). Since CDPC(3.195 W) ≥ PDPC, the Explorer reduces Fsys to 120 MHz
(Reduce_System_DPC Flow) and selects variant no. 1 for all the tasks to maintain their performance
at hspec. EDPC of this configuration, i.e., T5 − 1, T0 − 1, T2 − 1 and T4 − 1, as shown in Figure 12b,
is 3.048 W. Since EDPC ≤ PDPC, it is selected as the new system configuration. Thus, due to
availability of spare slots, the performance of all the tasks remains unaffected even when system
adapts to a reduced power budget. The system can now run for 9.08 h, ≈16 min more than it would
on the previous configuration and ≈5 min more than required by the budget.

Adaptation to a depleted power budget in absence of spare slots: After another hour, BC≈ 80%.
The system can function for 8.08 h. The new power budget estimates that since external conditions have
not improved, the system will need to run for 9 more hours before a recharge is possible. PDPC drops
to 2.56 W (Power_Budget_Check Flow). Since CDPC(3.048 W) ≥ PDPC, the Explorer reduces Fsys

to 60 MHz (Reduce_System_DPC Flow) and selects T5 − 2, which occupies 4 slots, to maintain the
performance of the critical task T5 at its hspec. Similarly, it chooses T0 − 2 to maintain the performance
of T0 at hspec = 8. Since there is no empty slot left for any other task, it reduces the CPP of T0 to 4
(Space_Adjustment Flow) and selects T0 − 3. Following the same process, it selects variants T2 − 3
and T4 − 2. The EDPC of T5 − 2, T0 − 3, T2 − 3 and T4 − 2, shown in Figure 12c, is 1.44 W. Since
EDPC ≤ PDPC, it is therefore selected as the new system configuration. In this case, the system can
function for 12.22 h, 4.14 h more than the previous configuration and 3.22 h more than that required by
the power budget. This happens because performance of lower priority tasks is reduced due to lack of
enough spare slots which substantially reduces system DPC.

Mitigating hardware fault in absence of spare slots: While the system is running, there is a
hardware fault in a slot where a component of T5 is executing. Since there are no spare slots available
for relocation, the Explorer attempts to reduce the CPP of the least priority task, T4 (Hardware_Fault
Flow). T4 is already at its lspec and so is the higher priority task T2. It therefore reduces the CPP of T0

to 2 and selects T0 − 4 which occupies only 1 slot. Thus, a free slot is created and the affected task
component of T5 is relocated to that spare slot as shown in Figure 12d. Thus, the system can recover
from a hardware fault and still maintain the performance of its critical task at hspec by adjusting the
performance and resource utilization of the lower priority tasks.

Adaptation to system mode change: For the next three hours, there are no changes in power
budget, resource constraints or mode. So the system continues to have the same configuration
(Flow 6) as shown in Figure 12d. After half an hour, there is an interrupt to change the mode to
M2 (Mode_Change Flow). Based on the new estimates, the system needs to be able to run for 8 h
with BC ≈ 57%, PDPC = 1.72 W. Candidate configurations at 240 and 120 MHz do not satisfy the
PDPC constraint. The Explorer sets Fsys to 60 MHz (Reduce_System_DPC Flow) and selects variant
no. 2 for T0 and T1 to maintain their maximum performance. Since there are no more spare slots
to accommodate T3 and it is not possible to reduce the CPP for T0 or T1, the Explorer removes task
T3 after checking its EC = 0 (Space_Adjustment Flow). The EDPC of T0 − 2, T1 − 2 is 1.251 W. It is
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selected as the new configuration for M2, as shown in Figure 12e. The system can run for 9.27 h, 1.27 h
more than that required by the power budget.

Figure 12. Different run-time structural adaptation scenarios.

Adaptation to increased power budget: After half an hour, BC ≈ 54% and the system can run
for 8.77 h. External conditions have improved and the battery recharge is now possible after 5 h.
The power budget thus goes up to 3.47 W (Delta = 1, Power_Budget_Check Flow). The Explorer
increases Fsys iteratively (Flow 6), until Fsys = 240 MHz. It selects T0 − 0, T1 − 0 and T3 − 0, as shown
in Figure 12f, which has an EDPC of 2.039 W. Since EDPC ≤ PDPC, Fsys is maximum, and all the tasks
are at their hspec, there is no need for further iterations. This combination becomes the new system
configuration. It lets the system run for 6.93 h, 1.93 h more than required.

These scenarios demonstrate that given any set of conditions, the Explorer can find a suitable
system configuration that satisfies the mode, performance, DPC and hardware resource constraints.
As a by-product of the run-time structural adaptation, the system life-time can also increase; the extent
of which depends on the relation between the power budget and DPC of the selected configuration.

8. Experimental Results

Storage Requirements: The Explorer has been implemented as a bare-metal C code on the ARM
Cortex-A9 processor of the Zynq XC7Z020 device, operating at 666 MHz. The implementation
covers the example discussed in Section 7. Since each of the six tasks in the example has ten
ASP circuit variants, the Variant-LUT stores the operating frequency, performance, number of
slots, Logic slices, BRAM slices and DSP slices used, for only 6 × 10 = 60 variants, irrespective
of the modes. If a design space of system configurations was used, characteristics of 3 × 106

configurations would need to be stored in the Variant-LUT. The LUT size with the proposed method
(8 bytes/variant × 60 variants = 480 bytes) is only 0.002% of the size when system configurations
(8 bytes/variant × 3 ×106 variants ≈23 MB) are used. To reduce exploration time further, variants of
each task are stored in ascending order of frequency. Thus, every time Fsys is reduced, the Explorer
only needs to scan variants from the top of the LUT up to Fsys and can avoid the remaining ones at
higher frequencies.

Execution Time: Execution time of the code has been recorded for different scenarios of M0 since
it has the maximum number of tasks among the other modes in the example.
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Case 1—Initial state: When the system begins to function, it has a maximum power budget and a
default mode of M0. In this case, the Explorer will be able to find a configuration at Fsys = 240 MHz
itself. It takes ≈23 µs to select the configuration shown in Figure 12a.

Case 2—Worst-case depleted power budget: For adaptation to a worst-case power budget drop,
the system configuration consisting of tasks operating at the highest Fsys at their hspec would need
to change to the one having only the critical tasks with their EC = 1 operating at the lowest Fsys at
their lspec. So, in M0, if the initial configuration is the one in Figure 12a, it would change to the one
where only T5 is executing at 30 MHz occupying all the 8 slots. To reach this stage, the Explorer will
need to evaluate configurations at 120 and 60 MHz and finally settle at the configuration at 30 MHz.
The Explorer takes ≈33.5 µs to reach this conclusion.

Case 3—Worst-case increased power budget: The longest decision-making process in the case of
an increased power budget needs to be evaluated for this case. In M0, suppose that the system
configuration consists of only T5 operating at 30 MHz. An increase in the power budget causes the
Explorer to evaluate configurations at 60, 120 and 240 MHz. If EDPC > PDPC for a potential solution
at 240 MHz, the Explorer will again reduce Fsys to 120 MHz and settle at a configuration at 120 MHz.
The Execution time for this case is ≈40 µs. It must be noted in the case of a maximum increase in
power budget, the Explorer would settle at 240 MHz itself. It will not return to 120 MHz again for a
solution. Hence the execution time would be less than 40 µs.

Case 4—Worst-case mode change: Suppose while the system is functioning in a mode other than M0,
it experiences the worst power budget drop, as described in Case 2. In this situation, there is also an
interrupt to change the to mode M0. In this case, the Explorer will need to evaluate configurations at
240, 120, 60 MHz and finally settle at the one where only the critical task T5 is executing at 30 MHz
occupying all the 8 slots. Time recorded for this is ≈53 µs. This is also expected because it is a
combination of Case 1, where the Explorer finds a configuration at 240 MHz, and Case 3, where the
Explorer settles onto the configuration at 30 MHz from the one at 240 MHz.

Case 5—Worst-case hardware fault: Consider the configuration in Figure 12c. Assume for this
example that all the tasks are at their lspecs. If a hardware fault occurs now, the Explorer will need to
check the CPP of every task right from priority P3 to P0 and then finally decide that T4 (P3) needs to be
removed. The time recorded for this is only ≈7 µs.

From all the cases considered, the maximum execution time observed is 53 µs. A partial bit-stream
of 395 KB takes a reconfiguration time of 1 ms over the 32-bit ICAP port at a frequency of 100 MHz.
The maximum execution time of the decision-making adaptation method is only 5% of the time taken
to reconfigure a slot. The method thus proves to be suitable for use at run-time.

9. Conclusions

This paper proposes a method for mobile and autonomous, multi-task multi-modal FPGA-based
embedded systems to be able to adapt structurally to unpredictable mode-change events and
environmental conditions, and mitigate hardware faults. The decision-making capabilities of the
method allow run-time selection of a suitable system configuration for the existing system mode such
that critical tasks are sustained at their maximum performance, individual task performances are
within the specified range, system’s DPC is within the permitted DPC, and the configuration fits in the
available resources. The paper also presents a generic procedure to derive a complete DPCEM of an
FPGA in terms of all reconfigurable resources; a simple estimation tool used by the adaptation method
to evaluate DPC of candidate configurations at run-time. The observed worst-case decision-making
time of the method for the example considered in the paper is a very small fraction of the time taken
to reconfigure a partial bit-stream on an FPGA slot. The small execution-time overhead validates the
method to be suitable at run-time. Future research efforts will be directed towards finding a run-time
optimization method to achieve the aforementioned adaption for very large systems where LUT-based
search will not be able to satisfy the permitted adaptation time frames.
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Appendix A

Table A1 is the Variant-LUT for the system example discussed in Section 4.1. It contains the
characteristics of the ten variants of each of the six tasks T0 to T5.

Table A1. Example Variant-LUT for six tasks.

Variant No. No. of Slots Fsys (MHz) Perfor-Mance Logic Slices BRAM
Slices

DSP
Slices

T0 − 0 1 240 8 3093 43 30
T0 − 1 2 120 8 6062 86 60
T0 − 2 1 120 4 3093 43 30
T0 − 3 4 60 8 11,877 172 120
T0 − 4 2 60 4 6062 86 60
T0 − 5 1 60 2 3093 43 30
T0 − 6 8 30 8 23,259 344 240
T0 − 7 4 30 4 11,877 172 120
T0 − 8 2 30 2 6062 86 60
T0 − 9 1 30 1 3093 43 30

T1 − 0 1 240 8 2061 22 82
T1 − 1 2 120 8 4040 44 164
T1 − 2 1 120 4 2061 22 82
T1 − 3 4 60 8 7914 88 328
T1 − 4 2 60 4 4040 44 164
T1 − 5 1 60 2 2061 22 82
T1 − 6 8 30 8 15,499 176 656
T1 − 7 4 30 4 7914 88 328
T1 − 8 2 30 2 4040 44 164
T1 − 9 1 30 1 2061 22 82

T2 − 0 1 240 8 5003 27 24
T2 − 1 2 120 8 9806 54 48
T2 − 2 1 120 4 5003 27 24
T2 − 3 4 60 8 19,212 108 96
T2 − 4 2 60 4 9806 54 48
T2 − 5 1 60 2 5003 27 24
T2 − 6 8 30 8 37,623 216 192
T2 − 7 4 30 4 19,212 108 96
T2 − 8 2 30 2 9806 54 48
T2 − 9 1 30 1 5003 27 24

T3 − 0 1 240 8 4009 16 46
T3 − 1 2 120 8 7858 32 92
T3 − 2 1 120 4 4009 16 46
T3 − 3 4 60 8 15,395 64 184
T3 − 4 2 60 4 7858 32 92
T3 − 5 1 60 2 4009 16 46
T3 − 6 8 30 8 30,148 128 368
T3 − 7 4 30 4 15,395 64 184
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Table A1. Cont.

Variant No. No. of Slots Fsys (MHz) Perfor-Mance Logic Slices BRAM
Slices

DSP
Slices

T3 − 8 2 30 2 7858 32 92
T3 − 9 1 30 1 4009 16 46

T4 − 0 1 240 8 5088 39 51
T4 − 1 2 120 8 9972 78 102
T4 − 2 1 120 4 5088 39 51
T4 − 3 4 60 8 19,538 156 204
T4 − 4 2 60 4 9972 78 102
T4 − 5 1 60 2 5088 39 51
T4 − 6 8 30 8 38,262 312 408
T4 − 7 4 30 4 19,538 156 204
T4 − 8 2 30 2 9972 78 102
T4 − 9 1 30 1 5088 39 51

T5 − 0 1 240 8 2567 33 73
T5 − 1 2 120 8 5031 66 146
T5 − 2 1 120 4 2567 33 73
T5 − 3 4 60 8 9857 132 292
T5 − 4 2 60 4 5031 66 146
T5 − 5 1 60 2 2567 33 73
T5 − 6 8 30 8 19,304 264 584
T5 − 7 4 30 4 9857 132 292
T5 − 8 2 30 2 5031 66 146
T5 − 9 1 30 1 2567 33 73
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