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Abstract: Online information cascades (tree-like structures formed by posts, comments, likes, replies,
etc.) constitute the spine of the public online information environment, reflecting its various trends,
evolving with it and, importantly, affecting its development. While users participate in online
discussions, they display their views and thus contribute to the growth of cascades. At the same
time, users’ opinions are influenced by cascades’ elements. The current paper aims to advance
our knowledge regarding these social processes by developing an agent-based model in which
agents participate in a discussion around a post on the Internet. Agents display their opinions by
writing comments on the post and liking them (i.e., leaving positive assessments). The result of
these processes is dual: on the one hand, agents develop an information cascade; on the other hand,
they update their views. Our purpose is to understand how agents’ activity, openness to influence,
and cognitive constraints (that condition the amount of information individuals are able to proceed
with) affect opinion dynamics in a three-party society. More precisely, we are interested in what
opinion will dominate in the long run and how this is moderated by the aforementioned factors, the
social contagion effect (when people’ perception of a message may depend not only on the message’s
opinion, but also on how other individuals perceive this object, with more positive evaluations
increasing the probability of adoption), and ranking algorithms that steer the order in which agents
learn new messages. Among other things, we demonstrated that replies to disagreeable opinions are
extremely effective for promoting your own position. In contrast, various forms of like activity have
a tiny effect on this issue.

Keywords: opinion formation models; information cascades; ranking algorithms; social media

1. Introduction

Individuals receive new information through communications with their peers and
mass media outlets. While proceeding with new messages, people reorganize their belief
systems in an attempt to approach logically coherent cognitive constructions in their
minds [1,2]. However, external information is rarely unbiased. Facts and inferences based
on them may be subject to inadvertent or intended distortions. As a result, corrupted
chunks of belief systems are spreading across societies.

When social media began to appear, there was a point of view that low-cost access
to online information, not limited by geographical and economical boundaries, should
facilitate the formation of an unbiased and faithful perception of the world [2,3]. However,
this never happened—social networks are divided into conflicting groups of individuals
espousing similar views, so that people in these groups (aka echo-chambers) rarely have
access to challenging messages, preferring to consume information that aligns with their
opinions [4]. As a result of such segregation, disagreement, polarization, and fake news
persist in societies [5,6].

Longstanding debates around possible reasons for such social phenomena are going on
in the scientific community. Among other explanations, scholars hypothesize individuals’
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intrinsic cognitive mechanisms—selective exposure (the tendency to avoid information
that could bring any form of ideological discomfort) and biased assimilation (when new
information is perceived in a form that aligns with existing belief systems) [6]. Next, the
online domain is subject to moderation by ranking algorithms that may push people into
closed information loops with no access to challenging content [7].

It is worth noting that interactions in the online environment differ from those in the
offline world because online platforms provide a rich set of specific communication tools [8].
First, apart from private text messages, it could be messages with media content (images,
videos, music). Further, most online platforms provide the opportunity to participate
in public conversations whereby users can display their thoughts overtly, thus making
them visible to a huge audience. Such public discussions are usually structured into
specific tree-like hierarchies in which rooted messages (posts, tweets, etc.) are followed by
replies/retweets/comments/reposts and different forms of evaluation displaying various
types of emotions (likes, dislikes, etc.). These structures—information cascades—can grow
very rapidly achieving, thereby, large audiences in a very short time [9].

Information cascades constitute the spine of the public online information environ-
ment, reflecting its various trends, evolving with it, and affecting its development. While
users participate in online discussions, they display their views and thus contribute to the
growth of the cascades. At the same time, users’ opinions are affected by the cascades’
contents. It is worth noting that due to the large sizes of cascades and users’ limited atten-
tion [10], each individual is able to attend only a limited number of a cascade’s elements.
Further, the order of these elements when they appear in a user’s news feed is governed by
the social network’s ranking systems [11].

To the best of our knowledge, there are no studies that capture all the points raised
above. Some papers have already concerned the issue of users’ interactions in the online
domain subject to moderation by personalization systems [7,8,12]. However, all these
studies were drawn from minimal models of online interactions, ignoring the rich nature of
online communication tools. The current paper aims to advance our knowledge regarding
these social phenomena by developing an agent-based model in which agents participate
in a discussion around a post on the Internet. While agents display their opinions by
writing comments to the post and liking them (i.e., leaving positive evaluations), they also
contribute to the development of the corresponding information cascade. At the same
time, agents update their views as they communicate with the cascade’s contents. What
is important is that all these processes are governed by a ranking algorithm that decides
which comments will appear in the agents’ news feeds first. Using this model, we attempt
to figure out what crucial factors determine the macro-scale outcomes of opinion dynamics
that unfold in information cascade settings.

The rest of the paper is organized as follows. Section 2 lists the relevant literature.
In Section 3, we elaborate on the model. Section 4 describes the design of numerical
experiments, and Section 5 presents their results. Section 6 makes concluding remarks. The
Appendix A includes supporting information.

2. Literature Review

To date, a huge number of opinion dynamics models have been elaborated; we refer
the reader to excellent review papers [13–20]. Relatively recently, such models started to
account for the fact that online interactions differ from those unfolding in the offline world
and are hardly influenced by ranking algorithms—specific intelligent systems incorporated
in social media platforms that affect the order in which new content appears in users’ news
feeds. Ranking algorithms base their decisions on the information in a user’s profile, the
history of the user’s actions on the Internet, and current trends in the online domain: if
a message is rapidly emerging as popular, then it will be suggested to users foremost, as
there is a high probability that it will get a positive evaluation from them. One of the
main objectives of ranking algorithms is to ensure that users will appreciate the time they
spend on the platform and thus do so repeatedly. We should say that the term “ranking
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algorithm” stands rather for content ordering. In turn, recommendation algorithms suggest
something to a user (for example, new information sources that could be appreciated by
the user or potential friends). However, content ordering can also be understood as a sort
of recommendation as it implicitly assumes that contents that have higher priority are
recommended by the platform. In this regard, in some situations where it is possible, we
will use the terms “ranking algorithm” and “recommendation algorithm” interchangeably.

A near first attempt to investigate how ranking algorithms affect opinion formation
dates back to Ref. [5], where the authors analyzed the polarizing effects of several prominent
recommendation algorithms. The Ref. [12] focused on the interplay between a recommen-
dation algorithm (operationalized as a parameter that measures to what extent like-minded
individuals have more chances to communicate) and two alternative opinion formation
models (the rejection model and the persuasion model) in order to figure out what opinion
dynamics mechanisms lead to opinion polarization. They demonstrated that the emergence
of polarization sufficiently depends on what social influence mechanisms are implemented.
In the case of the persuasion model, if the effect of the ranking algorithm is strong, then
opinion polarization will proliferate. In turn, the rejection model leads to a consensus in the
same situation. Perra and Rocha [8] investigated how different ranking algorithms affect
opinion dynamics by controlling for basic network features. They revealed that the effect of
ranking algorithms is reinforced in networks with topological and spatial correlations. De
Marzo et al. [21] upgraded the classical Voter model [22] with a recommendation algorithm
that with some probability, on each iteration, replaces the standard Voter model protocol
by exposing an interacting agent to an external opinion that is designed to be maximally
coherent to the agent’s current opinion. For this advanced model, the authors obtained
a mean-field approximation and derived conditions under which a consensus state can
be achieved. In [7], the authors developed a model in which an agent communicates
with an online news aggregator. They showed that ranking algorithms, while pursuing
their commercial purposes, make users’ opinions more extreme. The Ref. [11] demon-
strated that the macroscopic properties of opinion dynamics are seriously affected by how
agent interactions are organized: in the case of pairwise interactions, ranking algorithms
contribute to polarization, whereas group interactions do not display the same tendency.
The empirical study by Huszár et al. [23] showed that ranking algorithms treat various
information sources differently, with statistically significant variations along political lines.
The Ref. [24] analyzed the effect of link recommendation algorithms (that moderate the
dynamics of the social graph connecting users) on opinion polarization. They obtained
that algorithms that rely on structural similarity (measured, for example, as the number
of common online friends) enhance the creation of unintentional echo-chambers and thus
strengthen opinion polarization.

All these papers ignored the fact that users’ interactions in online public debates are
structured into complex tree-like structures—information cascades. Apparently, it is condi-
tioned by the fact that information cascades (and other issues of information diffusion in the
online domain) are historically studied by a parallel research branch whereby approaches
from the percolation and social contagion theories are widely used [9,25–29].

In this paper, we try to combine perspectives from both opinion formation models
and the social contagion theory by elaborating an agent-based model that, on the one side,
describes the opinion dynamics of interacting agents and, on the other side, accounts for
threshold effects and the rich nature of online information diffusion processes.

It is worth noting that due to the burgeoning development of social media, the large
diversity of various online networking platforms, and the vast number of studies with
social media as a research object therein, there is a need to craft frameworks that could
systematically describe such complex systems. Indeed, social media are characterized by
multilayer communication networks, with different layers standing for various informa-
tion channels—it could be networks of personal (private) messages, networks of replies,
comments, likes, dislikes, etc., [30]. Further, some social platforms come with specific
communication architectures. For example, on Reddit, there are subreddits—special key
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words that stand for various discussion niches. Participation in such a discussion can be
operationalized as being a part of one community [30]. As a result, we end up with a new
communication dimension that should be properly acknowledged in analysis. As well as
this, models representing online social platforms should account for various behavior types
of users [31].

Despite recent models of online social platforms doing a nice job of describing various
facets of online social interactions, our model focuses on an extremely simple scenario
when an (unstructured) group of users publicly discusses a post on the Internet. We
assume individuals interact with each other only by writing comments and making positive
assessments (liking) of them. Further, we exclude any structural restrictions from our
model by assuming that these users are random followers of an information source that
has published the focal post. This is a quite strong assumption that could bring down
our approach. For instance, individuals who have many friends (or who have a high
rating on the platform—as, for example, in Stack Overflow) may have a larger effect on the
discussion than other (less rated) individuals. Next, users may display more trust towards
their friends than if they were random online strangers [32]. All these issues are ignored in
our model, but should be carefully incorporated into future research.

As a final remark, we would like to say that despite previous studies successfully
examining how ranking algorithms affect opinion formation by implementing them in
poorly structured news feeds (in which elements are not connected to each other), the
current paper presents the first (to the best of our knowledge) attempt to investigate how
opinion forms in a highly structured information environment.

3. Methodology of Research

We consider a group of N agents who participate in an online discussion on a social
network. This discussion grows around a post P published by an information source (say,
by a social media account of a news outlet). The post bears a message which is characterized
by an opinion oP that belongs to an opinion space Ξ = {Ξ1, . . . , Ξm}, whereby variables
Ξ1, . . . , Ξm represent an opinion alphabet. One could think of these opinions as arranged in
such a way that the first and the last elements Ξ1 and Ξm stand for polar positions, whereas
the middle opinion Ξ[m/2] represents a neutral stance. More complex interpretations are
also allowed.

Agents start the discussion by being assigned opinions that are also conceptualized
as elements of the space Ξ. Following online interactions, agents may change their views,
whereas the opinion of the post remains constant. Agents interact with each other by
translating their views via special actions allowed by the online platform. Model dynamics
proceed in a discrete time: t = 1, 2, 3, . . .. At time t = 0, the post appears and agents’
opinions are initialized. After that, at each time moment t, a randomly chosen agent
communicates with their news feed. Two actions are allowed for the agent: (1) write a reply
(comment) to the post/comment and (2) like the post/comment. Therefore, each comment
c at time t is characterized by the number of replies rc(t) and likes lc(t) it has received by
this time. The post P is characterized by the similar quantities rP(t) and lP(t). Note that
rc(t) and rP(t) counts only direct replies. As a result of agents’ actions, new comments and
likes appear—the information cascade is growing.

Let us assume that at time t, agent i is selected. At this moment, they observe the
news feed Fi,t = {e1, . . . , eM}—an online display that contains textual elements (the post,
comments) from the cascade arranged in some way as well as associated metrics demon-
strating the corresponding numbers of likes/replies. The agent proceeds through the news
feed in a sequential fashion, starting from the first element (which is always the post:
e1 = P). The order of the news feed elements is subject to a ranking algorithm, which will
be introduced below. It is important to clarify that the news feed essentially includes all
the cascade textual elements (numbered as M). However, the agent may not be willing
to attend all of them—it could be the case that they do not have enough time for this or,
say, the topic of discussion is not important for this particular agent. As such, to define the
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agent’s behavior, one should pinpoint what of the cascade elements will be attended to
by the agent. We denote the set of these elements by Vi,t. It is worth noting that Vi,t may
be subject to dynamic updates as a result of the agent’s communications—for example,
because of changes in the agent’s level of engagement in the discussion (as the agent’s
opinion becomes more extreme, the agent may want to discuss the topic at stake fiercely).

While proceeding with an element e ∈ Vi,t from the news feed, agent i may:

- Change their opinion.
- Put a like on the element.
- Write a reply to the element.

These options are not mutually exclusive. The order of these events can vary, but it
would be meaningful to assume that the agent updates their opinion first. The motivation
behind this assumption is that, prior to displaying any reaction, the agent should first
read the message. While reading the text, the agent updates their views according to the
arguments presented in the message. After that, the agent may put a like on the element
and write a reply. We assume that the order of these two reactions is subject to the model’s
specification. As a basic configuration, we will suppose that the like appears first (as an
estimation that does not require much time and cognitive resources to be displayed) and
that only after that the agent may write the reply.

Here, we would like to emphasize that we do not use dislikes or other ways of
evaluation (such as various sorts of emotions) in our model. On the one hand, a number of
social media platforms are restricted to only one way of assessment: liking (the example of
YouTube, which decided to reject public dislikes, is pertinent here). On the other hand, the
inclusion of other sorts of reactions may substantially complicate the model. As a result,
we do not consider them in our model, but leave this room for future studies.

3.1. Opinion Update Protocol

Following the approach from Ref. [33], we model opinion updates as a function of the
focal agent’s opinion and the element’s properties. Being exposed to the textual element
of the news feed, the agent can switch its current opinion oi,t ∈ Ξ to one of m alternatives
Ξ1, . . . , Ξm with some probabilities that add up to one. These probabilities may depend
on the agent’s and the element’s opinions or, say, on the number of likes the element
has. In Ref. [33], the author outlined that the probability of an opinion update Ξs → Ξk ,
subject to the influencing opinion is Ξq, is determined by a quantity ws,q,k, where the lower
indices s, q, k are synchronized with the lower indices of the interacting opinions Ξs, Ξq and
the potential opinion Ξk. The variables ws,q,k constitute a 3D mathematical construction

W =
[
ws,q,k

]
s,q,k∈{1,...,m}

, which was called the transition matrix in Ref. [33]. In fact, this

object is not a matrix per se: many matrix operations are not applicable here. In this
regard, we will adopt a different notation strategy throughout this paper, and we will refer
to W as the transition table. The components of the transition table meet the restriction
ws,q,1 + . . . + ws,q,m = 1 for any fixed s ∈ {1, . . . , m} and q ∈ {1, . . . , m}. The transition
table can be straightforwardly represented as a list of square row-stochastic matrices:

W =
[
W1 . . . Wm

]
,

where the matrix Ws encodes how agents with the opinion Ξs react to social influence:

Ws =

ws,1,1 . . . ws,1,m
. . . . . . . . .

ws,m,1 . . . ws,m,m

.

This approach can be modified to account for the fact that our perception of the
post/comment may depend not only on its opinion, but also on how other individuals
perceive this object. For example, if a person notices that a comment has acquired many
likes, the person receives the signal that the society appreciates this message. In this
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regard, they will likely adopt the message’s opinion attempting to conform to society’s
norms [34]. The social contagion theory posits that the probability of accepting the message
is positively associated with the number of positive appraisals the message has received,
and empirical studies witness that the dependency typically features a diminishing re-
turns character [35–37]. These ideas can be incorporated into our framework by adding
a special term to the transition table’s elements, which is responsible for the effect of
social contagions:

ws,q,k + w(l),

where a monotonically increasing (upward convex) function w(l) represents the social
contagion factor (it is assumed that w(0) = 0). In this case, the probability ws,q,k depicts the
situation when the agent is exposed to the message that has not been liked by anyone yet.

As agents communicate, their opinions evolve. This process can be monitored both
at the individual and the macroscopic levels. To investigate opinion dynamics at the
macroscopic level, we use the quantities Ys(t) = #{i ∈ {1, . . . , N} | oi,t = Ξs}. Thus said,
Ys(t) represents the number of agents having opinion Ξs at time t.

3.2. Replies and Likes

Let us now outline how agents display reactions to textual messages. Still, we fol-
low the probabilistic framework by encoding agents’ behavior using specific probability
distributions. First, we assume that if the agent writes a reply, then the agent’s opinion is
translated into the message. In principle, it is also possible to introduce a specific alphabet
of textual opinions, accounting for the fact that our views cannot be transferred into textual
form without any deformations (from this perspective, the opinion of the post should also
be represented using this textual alphabet) [38]. However, we do not do so here, and we
assume that both agents’ opinions and textual messages are elements of the same opinion
alphabet. We now introduce the probability us,q that a user with opinion Ξs will write a
reply to the post/comment with opinion Ξq. Grouping these quantities into the matrix
(hereafter, the Reply matrix)

U =
[
us,q
]

s,q∈{1,...,m},

we get a full description of agents’ textual-reaction behavior. Within this notation strategy,
us,s denotes how often agents with opinion Ξs respond to like-minded messages, whereas
u1,m and um,1 encode the chances of replying to messages with opposite stances. In this
paper, we do not account for the semantic facets of textual messages. However, one can
think of responses to opposite opinions as those that translate negative emotions and
represent animosity (hostile replies). In turn, replies to similar opinions are likely to bear
positive sentiments (supporting replies).

Elaborating analogously, we introduce the Like matrix

H =
[
hs,q
]

s,q∈{1,...,m},

whose entry hs,q is the probability that an agent with opinion Ξs will put a like on a message
with opinion Ξq. Since the act of liking tends to display a positive evaluation, it would be
rational to suppose that the like matrix’s elements should occupy predominantly the main
diagonal, showing thus that agents tend to like content that aligns with their views. In
contrast, in the Reply matrix, elements beyond the main diagonal can appear to be positive,
indicating individuals’ intentions to debate with challenging arguments. For the sake of
brevity, we will refer to the Reply and Like matrices as to the Activity matrices. Note that
the Activity matrices are not restricted to being row-stochastic.

The Activity matrices can also be modified to account for the social contagion factor in
a similar fashion as the transition table. For example, we can outline that the components
of the Like matrix are additively incremented by a special term h(l), which governs agents’
sensitivity towards how the audience evaluates the post/comment. As a result, the proba-
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bility that an agent with opinion Ξs will put a like on the post/comment with opinion Ξq
that has l likes is given by

hs,q + h(l),

where the quantity hs,q describes the situation when the post/comment has no likes (we
assume that h(0) = 0).

These specifications end the description of the model. The model’s sketch is depicted
in Figure 1.
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Figure 1. (Panel A). We investigate how an agent with opinion Ξm (rightist) participates in the
discussion initiated by a leftist post with opinion Ξ1 (large rectangle). After being selected at some
time t, the agent observes the news feed (see panel B), whose elements (the number of which equals
6—see panel A) are prioritized according to the number of likes. The zone of visibility of the agent
(Vi,t) includes only three elements—the post and two comments that are direct replies to the post
(see panels A,B). These two comments were chosen by the ranking algorithm because they have
more likes than others. In this example, the agent does not change their opinion and does not
display any reactions after reading the post. Instead, the second element of the news feed (the leftist
comment with two likes) makes the agent change their opinion (panel C), induces a like reaction
(panel D), and receives a reply from the focal agent (in which the agent translates their newly formed
opinion Ξ1)—see panel (E). All updates are highlighted in red. As a result, the information cascade is
replenished with one more comment, one of its previous comments receives one additional like, and
the opinion of the selected agent is flipped to the opposite side.

4. Design of Numerical Experiments
4.1. Baseline Settings

We use the model introduced above to investigate a stylized situation in which a
generally neutral population of N = 100 agents are exposed to a radical post. We consider
an opinion alphabet with three elements (m = 3), whereby opinions Ξ1 and Ξ3 are opposite
radical positions, whereas Ξ2 stands for the neutral stance. Without a loss of generality,
we assume that the post has opinion Ξ1. The initial opinion distribution is given by
Y1(0) = 15, Y2(0) = 70, Y3(0) = 15; that is, the majority of agents in the system hold the
neutral position, whereas the number of individuals with radical opinions Ξ1 (leftists) and
Ξ3 (rightists) are balanced.
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We assume that opinion updates are governed by the following transition table:

W1 =

1 0 0
1 0 0
1 0 0

, W2 =

0.1 0.9 0
0 1 0
0 0.9 0.1

, W3 =

0 0 1
0 0 1
0 0 1

. (1)

According to (1), agents with radical positions are not subject to opinion changes,
whereas the neutral opinion Ξ2 can be reconsidered after communications with leftists
or rightists. However, this occurs in only 10 cases out of 100. Such an assumption relies
on empirical studies that witness the generally low tendency of individuals to change
their views and the high resistance to social influence among individuals with strong
opinions [38,39]. What is important is that we assume only assimilative opinion shifts—
agents cannot adopt opinions opposite to those they were exposed to (in terms of the
transition table, it means that w2,1,3 = w2,3,1 = 0).

Next, we focus on the following Activity matrices:

U =

 0.1 0 0.05
0 0 0

0.05 0 0.1

, H =

0.3 0 0
0 0 0
0 0 0.3

, (2)

which indicate that

- Only leftists and rightists (that is, only individuals with clear positions) can take part
in public debates and thus contribute to the information cascade, whereas neutral
individuals are silent (until they change opinions).

- Agents put likes only on those messages with opinions similar to their own.
- Agents may reply to cross-ideological messages, but they do it two times less fre-

quently than they reply to coherent messages.
- The probability of a like is at least three times greater that the chance of writing

a comment.

All these patterns are empirically motivated and can be observed in real life. For
example, users far more often put likes than comments on social media. Perhaps only the
one assumption—regarding the balance between cross-ideological and coherent replies—
may raise some concerns, but we will proceed from the notice that people prefer to avoid
conflict situations and communicate primarily with those espousing similar views, as
reported by empirical studies of online communication networks [40].

4.2. Social Contagions

We incorporate social contagions into our model by adding adjustments to the Activity
matrices, ignoring any modifications in the transition table. This assumption relies on the
general notion that threshold effects are widely observed in how people perform physical
actions (express their opinions publicly, subscribe to mass media accounts, lead a healthy
lifestyle, and choose accommodations) [41,42], whereas opinion formation processes (that
concern the transformation of internal individual characteristics) are moderated by a
different family of mechanisms [13]. Amendments u(r) and h(l) in the Reply and Like
matrices are defined as

u(r) = u0 + u2
0 + · · ·+ ur

0 =
u0
(
ur

0 − 1
)

u0 − 1

and

h(l) = h0 + h2
0 + · · ·+ hl

0 =
h0

(
hl

0 − 1
)

h0 − 1
,

where u0 ∈ [0, 1) and h0 ∈ [0, 1), as well as their powers, represent the marginal revenue
from each additional like or reply. In agreement with the empirics [43], u(r) and h(l) feature
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diminishing returns in the sense that the marginal increment decreases as the number of
likes or replies goes up. If the number of likes or replies is huge, then we obtain:

u(r) ≈ u0

1− u0
, h(l) ≈ h0

1− h0
.

4.3. Ranking Algorithms and Specification of the Visibility Zone

As was previously said, agents interact with each other through an interface (the news
feed), in which they observe the post and comments sorted in a special fashion. The order
of comments is defined by a ranking algorithm. We consider three ranking algorithm
specifications:

- “Time”—comments are sorted according to their time of appearance, from the newest
to the oldest (this ranking algorithm is usually considered basic on social media sites).

- “Likes Count”—comments that have more likes appear at the top of the news feed.
- “Replies Count”—comments are prioritized according to the number of direct replies.

The more replies a comment has, the higher its priority.

In fact, the real ranking algorithms that are employed on social media sites are much
more complex and account for a wide range of metrics, including the history of users’
actions. However, our approach gives us an opportunity to isolate the effects of some,
perhaps the most simple, metrics and study them separately—a similar methodology was
implemented in Ref. [8].

Apart from defining the organization of the news feed, we should also clarify how
many of its elements a given agent i is willing to attend. The process of learning is a
complex operation, in which many factors govern the volume of information with which
the user is able to proceed, such as: cognitive constraints, the amount of free time, the level
of the user’s engagement in the discussion topic, etc. In this paper, we will rely on the
assumption that the majority of agents are able to learn only a few news feed elements,
whereas the number of agents who can proceed with more comments decays exponentially.
More specifically, we define the size of Vi,t using the exponential distribution:

#Vi,t ∼ Exp(λ).

To avoid situations where this random variable is a non-integer, we round it down
and then increment by one. By doing so, we ensure that at least one of the elements of the
news feed (the post, which is always located at the top) will be looked at. In addition, we
assume that while proceeding with the news feed, the agent does not skip its elements. As
a result, they learn the first #Vi,t elements of the news feed.

4.4. Experiment Design

The dynamics of the social system presented above can be understood as a competition
between the left (Ξ1) and right (Ξ3) opinions. Settings introduced in the previous subsection
imply that the competing opinions have no advantage over each other—the transition table
and the activity matrices are symmetric with respect to the radical positions. However, the
left opinion Ξ1 has one sticking privilege—it is translated by the post and thus each agent
when observing the news feed, is first exposed to Ξ1. As a result, in the long run, the left
opinion should prevail. Inspired by this observation, we focus on answering the following
questions:

(Q1) “What way should the rightists alter their activity rates to turn things around?”
(Q2) “What way should the rightists modify the persuasiveness of their arguments which
they use to influence neutral agents to facilitate proliferation of the right opinion?”
(Q3) “What way should the rightists alter their presence in discussion to turn things around?”
(Q4) “How the presence of social contagions, strength of cognitive constraints, and the type
of the ranking algorithm affect the outcome of the opinion competition?”
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From a mathematical point of view, our purpose is to find a hyperplane in the pa-
rameter space that marks the draw in the opinion competition. To address the questions
formulated above, we conduct Monte-Carlo simulations in which the one-variable-at-a-
time approach is applied. We manipulate the Activity matrices via the variables α, β, γ, and
δ (question Q1) just as follows:

U =

 0.1 0 0.05
0 0 0

0.05 + α 0 0.1 + β

, H =

 0.3 0 0
0 0 0

0 + δ 0 0.3 + γ

.

Parameter α alters the probability of writing a reply to the hostile opinion Ξ1, β
regulates the probability of replying to the coherent opinion Ξ3, δ changes the probability
of liking opinion Ξ1, and γ varies the probability of liking the congruent opinion Ξ3.

Next, we isolate the effect of opinion Ξ3’s persuasiveness (question Q2) by introducing
the parameter ω in the following fashion:

W1 =

1 0 0
1 0 0
1 0 0

, W2 =

0.1 0.9 0
0 1 0
0 0.9−ω 0.1 + ω

, W3 =

0 0 1
0 0 1
0 0 1

.

In other words, the greater ω is, the more often neutral agents adopt Ξ3 after being
exposed to this opinion.

Question Q3 is addressed just by controlling the initial opinion distribution as the total
number of agents is fixed.

While altering all these parameters, we also control for the social contagion factor and
type of the ranking algorithm. The former covariate is operationalized via two stylized
situations: (i) u0 = 1/21, h0 = 3/23 and (ii) u0 = 0, h0 = 0. The second case covers
the settings when there are no social contagions. In turn, in the first case, the Activity
matrices are subject to amendments that depend on the post’s /comment’s metrics. It
is straightforward to calculate that; in this case, the probability of writing a reply to the
post/comment with a huge number of replies is described by the following Reply matrix:

U =

 0.1 0 0.05
0 0 0

0.05 0 0.1

+ 0.05×

1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
social contagion

amendment

=

0.15 0.05 0.1
0.05 0.05 0.05
0.1 0.05 0.15

.

Analogously, a comment/post that has already received many likes will get one more
according to the following Like matrix:

H =

0.3 0 0
0 0 0
0 0 0.3

+ 0.15×

1 1 1
1 1 1
1 1 1


︸ ︷︷ ︸
social contagion

amendment

=

0.45 0.15 0.15
0.15 0.15 0.15
0.15 0.15 0.45

.

The issue of cognitive constraints is operationalized via two regimes: (i) λ = 2 (strong
cognitive constraints) and (ii) λ = 1/3 (weak cognitive constraints). We recognize that the
term “cognitive constraints” is not fully correct here as other factors different to cognitive
limitations do also affect the value of #Vi,t, but for the sake of simplicity we will adopt this
terminology. In Appendix A (see Figure A1), we show the distributions of #Vi,t that appear
in these two regimes.
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Each experiment lasts until the agents’ opinions converge (it happens when the faction
of neutral agents disappears). Each simulation run is associated with the convergence
time T and the quantity (Y3 −Y1) |T (the dependent variable) that signifies the relative
advantage of opinion Ξ3 over Ξ1 after T iterations. For each combination of parameters,
we perform 100 independent experiments. In ongoing analysis, if we say “the draw can be
achieved”, it means that the value of the dependent variable averaged over independent
simulations equals 0.

5. Results

Figures 2 and 3 show how the result of the discussion depends on how active the
rightists are. More precisely, Figure 2 investigates the effect of reply activity, whereas
Figure 3 outlines that of like activity. We see that the most straightforward way for rightists
to mitigate the dominance of the left opinion is to write comments more often. What is
more, replies to the disagreeable opinion Ξ1 are most effective—see panels A, C, E, and
G. However, the draw is more real in the case of weak cognitive constraints (see panels C
and G). A more detailed analysis (see Figure A2, Appendix A) revealed that the presence
of social contagions favors the leftists. Under the most propitious for rightists conditions
(see panel G), the draw can be achieved at αc ≈ 0.4 (ranking algorithm: Likes Count) and
αc ≈ 0.25 (ranking algorithm: Time). Apparently, if rightists reply to opposite comments
more often, then the ranking algorithm Replies Count favors leftists as their comments
become more visible to neutrals on this occasion. In contrast, panels D and H indicate that
this ranking algorithm contributes to the proliferation of right opinion in the case of the
rightists interacting with congruent-opinion comments more often. The same can be said
about the ranking algorithm Time. Again, the settings of weak cognitive constraints and the
absence of social contagions are more advantageous for rightists if the value of β goes up.
However, in such settings, the draw can be achieved only at βc ≈ 0.8 (see panel H). Panel D,
however, indicates that the draw becomes real at βc ≈ 0.6 (raking algorithm Replies Count),
but the further increase in β leads to lower values of the dependent variable, indicating
thus that this extremum could be just an artefact of statistical fluctuations.
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Figure 2. We study the effect of reply activity on the advantage of opinion Ξ3 over opinion Ξ1 after
T iterations (averaged over 100 independent simulation runs). The left panels (A,C,E,G) show how
replies to opposite comments (with opinion Ξ1) condition the dependent variable, whereas the right
panels (B,D,F,H) showcase how the outcome of the opinion competition varies with how frequently
agents reply to comments with congruent opinion Ξ3. On each subplot, two dashed lines signify
(i) the draw (Y3 = Y1) and (ii) the median value of the dependent variable in the case of the Activity
matrices holding the baseline configuration given by (2).
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Figure 3. We study the effect of like activity on the advantage of opinion Ξ3 over opinion Ξ1 after
T iterations (averaged over 100 independent simulation runs). The left panels (A,C,E,G) show how
likes to opposite comments (with opinion Ξ1) condition the dependent variable, whereas the right
panels (B,D,F,H) showcase how the outcome of the opinion competition varies with how frequently
agents like comments with coherent opinion Ξ3. On each subplot, the dashed line showcases the
median value of the dependent variable in the case of the activity matrices holding the baseline
configuration defined by (2). The line Y3 = Y1 (the draw) did not fit into the figure.

Figure 3 clearly indicates that the potentiation of like activity cannot significantly
strengthen the positions of rightists. Nonetheless, some positive relationships between
the focal quantity (Y3 −Y1) |T and the value of γ can be found on panels C, E, and G in
Figure 3 (see the gray curves). However, these curves are very far from the line Y3 = Y1
that fixes the draw.

The left panels of Figure 4 demonstrate how the changes in the transition table related
to the growth of the persuasiveness of rightists affect the final opinion distribution. As
expected, the more influential the rightists are, the larger the value of the dependent
variable is. We report that the ranking algorithm Time more favors rightists than other
algorithms on this occasion. The critical value at which the draw appears strongly depends
on how strong the cognitive constraints are. Weak cognitive constraints make the draw
more feasible for rightists: such settings ensure the draw at ωc ≈ 0.2 regardless of the
presence of social contagions (subject to the ranking algorithm, Time is in charge). Note
that setting ω = 0.2 leads to the following transition table:

W1 =

1 0 0
1 0 0
1 0 0

, W2 =

0.1 0.9 0
0 1 0
0 0.7 0.3

, W3 =

0 0 1
0 0 1
0 0 1

.

Finally, we investigate if the outcome of the opinion competition can be challenged
by increasing the number of rightists in the discussion. From panels B, D, F, and H in
Figure 4, we conclude that the rightists should have a significant numerical advantage
to combat the effect of the left-opinion post. Panels D and H indicate that in the case of
weak cognitive constraints and under the assumption that the ranking algorithm Likes
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Count moderates the news feeds, the draw can be achieved if the discussion starts from the
opinion distribution Y1(0) = 15, Y2(0) ≈ 0.45, Y3(0) ≈ 40. That is, the number of rightists
should be comparable to the number of neutral agents. Other settings are less favorable
for rightists.
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Figure 4. The left panels (A,C,E,G) of this figure investigate the effect of the persuasiveness of
rightists on the outcome of the discussion, measured as the advantage of opinion Ξ3 over opinion Ξ1

after T iterations (averaged over 100 independent simulation runs). The right panels (B,D,F,H) study
how the initial opinion distribution impacts the outcome of conversations. However, since the system
is not opinion-balanced at the beginning on this occasion, we now use a different dependent variable:
(Y3 −Y1) |T − (Y3 −Y1) |0, which accounts for the fact that the initial number of rightists can be
greater than that of leftists (in fact, this quantity just compares how many neutrals were convinced by
rightists against those that were persuaded by leftists). On each subplot, two dashed lines signify
(i) the draw (when the dependent variable is zero) and (ii) the median value of the dependent variable
in the case of the activity matrices holding the baseline configuration defined by (2).

6. Discussion

In general, our results demonstrate that, despite the initial advantage of leftists (en-
sured by the influence of the rooted message (the post) that bears the left opinion), the
rightists would have more success in the discussion if the agents were able to proceed
with more information. This result is intuitively clear: given that the first element in
the news feed is a left-opinion message (the post itself), individuals that come with a
higher information capacity have more chances to learn somewhat beyond the first news
feed message.

Further, we obtained that the ranking algorithm Time, which is unbiased to how pop-
ular comments are in terms of likes or replies favors rightists in most situations. However,
if rightists try to challenge the result of the discussion, then the ranking algorithm Likes
Count will be more appropriate. We also report that social contagions typically inhibit the
proliferation of the right-side position. We hypothesize that this result is conditioned by
the post’s ability to reinforce its persuasiveness with social contagions, as the post has more
chances to receive the very first replies and likes just because it has the ultimate advantage
of the first exposition for each user.

In various scenarios, we found the critical values at which the advantage of the left
opinion in the discussion disappears. Among other things, we found that replies to opposite
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comments have an extremely strong effect on the outcome of the opinion competition. We
were surprised to learn that the like-type activity of rightists has a tiny effect on the outcome
of the opinion competition and cannot challenge the prior dominance of leftists. This result
is counterintuitive—we expected that if rightists were more active in supporting their
comments with likes, then, in the case of the ranking algorithm Likes Count, right-opinion
comments would become more visible and thus affect more neutral agents. Despite finding
positive associations between γ and the dependent variable for some settings, however, we
have to admit that these results are far from our expectations.

7. Conclusions

This paper introduces a model that simulates how users openly debate a post on a
social media website in a three-party society (leftists–neutrals–rightists). In this model,
individuals communicate by writing comments to the post and each other’s comments
and by liking them. The key assumption of our model is that users’ actions are structured
into tree-like structures—information cascades. Users learn textual information via their
news feeds, with the elements of the news feed being processed sequentially. The post
always appears first in the news feed, whereas the order of the comments is subject to the
moderation of a ranking algorithm that may be sensitive to how popular a comment is
in terms of likes or replies. Importantly, we account for the fact that, at some point, the
cascade becomes too large in size so that users are unable to learn all elements therein due
to individual cognitive constraints and limited attention. As a final ingredient, we assume
that an individual’s perception of a message depends on how other people evaluate it. We
suppose that the strong point of our approach is the systematic description of all relevant
facets of online communication.

Assuming that the post itself is biased (has a left-side opinion), we studied how users’
activity patterns, their persuasiveness rates, and the initial populations of opinion camps
affect the opinion dynamics at the macroscopic level. Specifically, we were interested in
how rightists can challenge the prior dominance of leftists. Perhaps our main contribution
is that for various settings, we precisely characterized the points of the parameter space at
which the balance is shifted to the right opinion.

It is worth noting that we did not discuss how the corresponding modifications in
the parameter space (e.g., an increase in activity rates or persuasiveness) can be achieved
in reality. For example, from the technical point of view, changes in activity patterns
or the numerical relation between opinion camps seem more feasible than an increase
in persuasiveness. In the first two cases, rightists should just consolidate their efforts
(call like-minded persons for help) and behavior (for example, writing replies to hostile
comments more often), whereas any modifications in the transition table require more
subtle behavioral transformations.

The current paper concerned only one stylized situation when a discussion unfolds
around one post on the Internet. We did not touch more realistic scenarios where posts
appear one after another, as it happens on social media sites. In addition, there could be
several conflicting mass media accounts that may fight for followers. Further, we did not
include in the model social bots that may act strategically and in a coordinated manner.
Such artificial accounts are not bound by cognitive constraints and may display abnormal
activity. Importantly, they could be configured to give immediate answers to posts and thus
be extremely effective in moderating the discussion. All these ideas constitute promising
avenues for further model development.

As we mentioned before, in the current paper, we did not account for how agents
are connected in a social network, nor for how they diverge in statuses and activity rates.
However, these factors may sufficiently affect the underlying processes. Further, we focused
on only one reaction (like), whereas other sorts of reactions, such as dislikes or various
types of emotions (smiles) are also of great interest. In particular, it would be interesting to
investigate how the introduction of dislikes may affect the behavior of the social system
(especially in view of the withdrawal of public dislikes undertaken by YouTube).
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Finally, we did not study the structure of the information cascades generated by our
model. From this perspective, it would be interesting to compare cascades that appear
in the model with those that were observed on social media sites throughout empirical
studies [27,28].
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