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Abstract: This paper presents the structure of an encyclopedia-based framework (EbF) in which to
develop computer vision systems that incorporate the principles of agile development with focussed
knowledge-enhancing information. The novelty of the EbF is that it specifies both the use of drop-in
modules, to enable the speedy implementation and modification of systems by the operator, and it
incorporates knowledge of the input image-capture devices and presentation preferences. This means
that the system includes automated parameter selection and operator advice and guidance. Central
to this knowledge-enhanced framework is an encyclopedia that is used to store all information
pertaining to the current system operation and can be used by all of the imaging modules and
computational runtime components. This ensures that they can adapt to changes within the system
or its environment. We demonstrate the implementation of this system over three use cases in
computer vision for unmanned aerial vehicles (UAV) showing how it is easy to control and set up by
novice operators utilising simple computational wrapper scripts.

Keywords: framework; encyclopedia; deblocking; super-resolution; SfM; drone

1. Introduction

Unmanned aerial vehicles (UAV) are being increasingly used as input directly for spe-
cific imaging applications [1–3]. In this paper, we refer to small, low-altitude, commercial
off-the-shelf (COTS) UAVs as these have the advantage of mass availability and (relatively)
low cost and are already being exploited by major organisations and in many and various
imaging applications.

One can imagine an operator flying a UAV and monitoring the surveillance video on
the remote control, but this is an inefficient use of manpower or is impractical as a solution
when the system scales. What is desired is a system of multiple UAVs that fly autonomously
and transmit their observations back to a monitoring station that has image processing
capabilities and is manned with the minimum of personnel. To visualise a possible system,
imagine a search and rescue team locating a lost climber in a mountainous area [4]. A set
of UAVs (with programmed way-points) are launched to record video of different areas
and transmit the data back to the base-station. The base-station software automatically
monitors the video feeds using an artificial neural network human-recognition imaging
system running across available compute nodes. When a high-probability human detection
is made, the operator is notified who will then be able to monitor that particular video
sequence with more attention. In order to do this, the operator would benefit from functions
such as the ability to freeze or slow the stream, correlate features in 3D depth, remove noise
or blurring and zoom into an area of the video with either interpolation or super-resolution.
The availability of these functions and the extent of their complexity will be dictated by the
available computing power.

In order to create a system such as this efficiently, while remaining flexible and con-
figurable, an automated framework is needed that can use 3D image processing software
libraries on a set of video streams. The framework also needs to allow for the connection
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of specific computational resources as and when needed, while keeping the operator in
control and in-the-loop.

The authors are currently performing research for a UK company operating in the
maritime sector. Their particular problem has a similar scenario, in that UAVs will be
searching for sea-borne craft, particularly in coastal areas. In addition to this immediate,
hands-on process, there is the need for after-the-fact analysis of video. In the event that the
real-time UAV monitoring system failed to identify a specific maritime object, it would be
of future benefit to be able to re-analyse the collected video streams with different image
processing algorithms involving different computational resources. The framework needs
to be able to be re-purposed for non-real-time computational use.

We have alluded to a number of modes of operation and processing techniques that
should be implemented within the system, and many more can be easily imagined. In
the development of a system, a systems integrator might be called in to write software to
perform specific functions who may supply custom, standalone hardware. This would
require additional expense on staff training, maintenance, upgrades and so on [5,6]. The
Royal Navy has identified a need for a data-centric processing framework [7,8] to enable
(and require) a supplier to provide smaller sub-systems that will interoperate with other
systems (from the same supplier and others).

In this paper, which builds on [9], we take this a step further and propose a framework
incorporating an encyclopedia of related knowledge where processing elements can be
created as individual modules that interoperate. So, rather than paying for even a smaller
inter-operable system, a company can buy software modules that will cross-interoperate.
This may require some system integration by the end-customer but would bring the added
benefit of agility to their system. As will be shown, we envisage the operation of this
framework to be similar to a smart mobile phone operating system and infrastructure
model where users can select the appropriate app without needing to know anything
specific about particular system integration.

2. Framework

The guiding principles in the Encyclopedia-based Framework (EbF) design are that it
is modular, adaptable, scalable and adheres to the ideas of agile software development [10].
Rather than modules being incorporated into a monolithic system, we require that they
operate more as building blocks that can be brought together and work together. This is
similar to a smart mobile phone operating system and its apps. Apps are often written
with a single purpose and when the user selects a function, the current app can pass data to
another to perform the required function. In the Android operating system, this mechanism
is called an intent [11]; in Linux, inter-process pipes or sockets might be used.

Figure 1 shows a block diagram of a system using the EbF. Modules are implemented
with Unix-type pipes with Python wrappers, so that they can be chained together to achieve
a specific purpose. The modules can be changed by the user as well as by the encyclopedia
to produce the best results with the current processing capabilities (with both also being
able to alter parameters).

If we consider a module that removes noise from a video stream and produces an
output video stream, we can see how intelligence can be added to a system by the use
of the encyclopedia. All modules interrogate the encyclopedia to find input parameters
defined by the device that created the video, as well as about the computational capabilities
available. These might be the noise characteristics of the specific camera on a particular UAV
(discovered when the UAV was added to the fleet). The parameters can be dynamically
updated by modules monitoring the video streams to detect noise such as dead pixels or
dirt on a camera lens. This evolving information in the encyclopedia is then available for
multiple purposes.

Software-wrapped library code means that a user can build up their own application
pipeline in an intuitive way with minimal scripting. As an example—the user starts with a
module that receives the video stream from a UAV and another that displays it in a window.
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The stream-receiver module will retrieve the camera model and distortion parameters
from the encyclopedia so that an undistorted image is displayed. The user then decides
that the imagery is too noisy so selects a noise-reduction module into the pipeline. The
video stream display module might have the ability to allow a user to select a zoom area.
In this case, the module can offer the choice of re-sampling the imagery or via use of a
super-resolution module.

Encyclopaedia-based Framework

Input
Stream 1

Input
Stream 2

...

Input
Stream K

Output
Stream 1

Output
Stream 2

...

Output
Data L

. . .

Effective Data Flow

Parameter Specification

Script Control

Encyclopaedia

Module 1
from

libraries

Module 2
from

libraries

Module N
from

libraries

Available Computing Resources

Figure 1. Block diagram of the Encyclopedia-based Framework. The diagram shows its flexible,
scalable and configurable nature: pipelines can be assembled using any combination of modules
from the libraries. This is directly controlled by the encyclopedia to achieve the user’s configuration.
There is data flow between the modules and encyclopedia and between the modules themselves (but
this is not included in the diagram for clarity).

The EbF gives the user the ability to configure the system on-the-fly. UAVs often have
a fixed video stream: fixed resolution, frame-rate and compression level, but it is up to
the user how the information is presented to them. The user may require a high-quality,
super-resolution view of the video but is happy with a lower frame-rate.

We now provide results and the set-up of three use cases (using Python and
OpenCV [12]), which describe how the EbF can take advantage of the available computing
resources.

3. Use Cases

This section briefly discusses three use cases for the EbF as shown in Figure 2 and, in
each case, the contents of the encyclopedia will be highlighted. The encyclopedia contains
parameters for various functions in the algorithm; meta parameters to calculate parameters
dependent on the particular circumstances; and input data which may come from input
sensors or from the output of other pipelines running within the framework.

Use Case 1

Use Case 2

Use Case 3

Figure 2. Example use cases. Use Case 1: A user with a controller that has the ability to process the
video stream. Use Case 2: Using more powerful processing power in a base-station (in this case,
the computing facilities are located within a vehicle). Use Case 3: A system with high throughput
computing (HTC) facilities for parallelisable, time-consuming algorithms.
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3.1. Use Case 1

Figure 2 (Use Case 1) shows a system with a single user with a single UAV controlled
by a mobile phone app. The video stream is highly compressed and therefore exhibits
JPEG/MPEG type artefacts.

In this case, the user may be content with a lower frame-rate than that streamed from
the UAV for flying and an even lower frame-rate may be sufficient when they want to view
something in the scene. We propose an algorithm to reduce the blockiness and other noise
present in the streamed video and describe how it is incorporated into the framework.

Our deblocking algorithm, detailed in Algorithm 1, takes previous frames in the
video stream and uses them to improve the quality of the current frame. There are a
number of parameters that are involved in this algorithm and their choice depends on the
current conditions, for example the physical properties of the devices in the system, the
environmental conditions and the type of scene being imaged.

Algorithm 1 Compression blockiness reduction.

1: procedure DEBLOCKER( f name, scale)

Require: N image file names in list f name and image scaling factor in scale

2: for i ∈ [−N + 1, 0] do

3: Ci ← READCOLOURIMAGE( f namei)

4: Gi ← CONVERTTOGREYIMAGE(Ci)

5: fi ← GETFEATURES(Gi)

6: end for

7: for i ∈ [−N + 1, 0] do

8: if useBoundarySmoothing then

9: Ci ← SINGLEIMAGEBLOCKREDUCTION(Ci)

10: Ci ← UNSHARPMASK(Ci)

11: end if

12: mi ← FINDFEATUREMATCHES( fi, f0)

13: Hi ← FINDHOMOGRAPHY(mi)

14: Wi ←WARPIMAGE(Ci, Hi, scale)

15: T ← T + Wi . T is a floating-point accumulation image

16: MASK←WHITEIMAGE(sizeof(Ci))

17: D ← D+ WARPIMAGE(MASK, Hi, scale) . D is count for each pixel added to

18: end for

19: R← T/D . R is the resulting output image

20: return R

21: end procedure

The function call on line 9 of Algorithm 1 is based on the method described in [13]
and smooths the DCT block borders by applying two 1D Gaussian smoothing kernels to
the low-quality JPEG images as shown in Figure 3, where the grey pixels are the border
pixels on either side of a DCT block boundary.
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Figure 3. Smoothing the borders of discrete cosine transform (DCT) blocks. The blue lines show the
boundaries between the 8× 8 blocks in an image. The shaded pixels are the boundary pixels to be
smoothed. The red outlines represent the vertical and horizontal 1D filter kernels.

Using ORB (Oriented FAST and Rotated BRIEF) [14] as the feature detector in
Algorithm 1, we have the encyclopedia contents shown in Figure 4. The particular ORB pa-
rameters for this experiment were found by use of a parameter sweep on high-throughput
computing facilities (HTC), see Section 3.3 for details of the system.

Calibration
Calibration matrix
Distortion matrix

ORB Parameters
Number of features
FAST threshold
Number of levels
Edge threshold
Patch size
Scale factor
WTA K
First level

Algorithm Parameters
Number of images
Best N ORB matches to use
Required frame-rate
Required resolution
Use boundary smoothing
Filter size
Filter σ

Input Data
Video frames

Figure 4. Example encyclopedia contents for Use Case 1. This shows the inclusion of input data,
parameters and meta parameters.

It is important to note that these parameters may change for different flights or during
a single flight. Before a flight, the encyclopedia can be initiated with parameters from a
similar environment and similar conditions. Or, if storage capacity allows, multiple sets of
parameters can be stored with the framework choosing the most appropriate one. During
a flight, modules monitoring the video streams and sensors can adjust the parameters to
suit the conditions.

The blocking artefacts, due to the discrete cosine transform (DCT) compression, are
reduced by combining multiple registered frames with pixels weighted according to quality
level, to create an improved output, at a higher resolution if required. Use of the algorithm
for super-resolution may require more processing power than is available on the mobile
phone, and this knowledge is available in the encyclopedia so that it can decide whether or
not it can achieve the desired frame-rate at the requested resolution.

Figure 5 shows the results from the EbF Python scripts layer that outputs enhanced
frames at a lower frame rate as specified by the operator (5 fps, for example, rather
than 30 fps).

An intensity slice through the car registration plate is plotted in Figure 6 for Algorithm 1
with and without the DCT block boundary smoothing. It can be seen that in both cases,
the intensity level in the process output follows the original much more closely than the
JPEG quality-10 image. This manifests itself as sharper digits on the registration plate with
higher contrast.
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(a)

(b) (c) (d) (e)

(f) (g) (h) (i)

Figure 5. Using Algorithm 1 for multi-frame deblocking. (a) Original high-quality reference image
(4272× 2848) showing a region of interest marked by a rectangle. (b) Magnified region of interest
(304× 248) showing a line through the number plate from which a comparison is made. (c) Zoom
of reference image saved at a JPEG quality level of 10. (d) Output from Algorithm 1 using 30 input
images (without smoothing on DCT block borders). (e) Output from Algorithm 1 using 30 input
images (with smoothing on DCT block borders). (f–i) Close-ups of the number plates.
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(b)

Figure 6. Pixel intensity slice through the number plate from the high-quality version, the JPEG
quality-10 version and the output from our method. (a) Using Algorithm 1 on 30 input images
(without smoothing on DCT block borders). (b) Using Algorithm 1 on 30 input images (with
smoothing on DCT block borders). The vertical dashed lines show the DCT block boundaries.

Figure 5. Using Algorithm 1 for multi-frame deblocking. (a) Original high-quality reference image
(4272× 2848) showing a region of interest marked by a rectangle. (b) Magnified region of interest
(304× 248) showing a line through the number plate from which a comparison is made. (c) Zoom
of reference image saved at a JPEG quality level of 10. (d) Output from Algorithm 1 using 30 input
images (without smoothing on DCT block borders). (e) Output from Algorithm 1 using 30 input
images (with smoothing on DCT block borders). (f–i) Close-ups of the number plates.
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Figure 6. Pixel intensity slice through the number plate from the high-quality version, the JPEG
quality-10 version and the output from our method. (a) Using Algorithm 1 on 30 input images
(without smoothing on DCT block borders). (b) Using Algorithm 1 on 30 input images (with
smoothing on DCT block borders). The vertical dashed lines show the DCT block boundaries.
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As well as being used for reduction of blocking effects, Algorithm 1 can also reduce
other types of noise. For example, it can operate on higher quality imagery that is affected
by noise. Figure 7a shows a close-up of one of the original images with 40% of the
8× 8 blocks corrupted (by keeping only the dc-component of the DCT). Figure 7c shows
one of the images corrupted by Gaussian noise with σ = 100. Figure 7b,d show the results
of applying the algorithm to these noisy images. It can be seen in both cases that the
algorithm reduces the noise so that the number plates become readable.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 7. Using Algorithm 1 for multi-frame noise reduction. (a) One of a set of 30 images with
corruption in a random 40% of the 8× 8 DCT blocks. (b) The result of applying the algorithm to the
set of images with block corruption. (c) One of the images corrupted by Gaussian noise at σ = 100.
(d) The result of applying the algorithm to the set of images with Gaussian Noise. Each image is a
304× 248 crop from the full 4272× 2848 image. (e–h) Close-ups of the number plates.

3.2. Use Case 2

Figure 2 (Use Case 2) shows a fleet of UAVs streaming video to a 3D computer graphics
and image processing workstation within a van or ground-station.

This application can survey the surrounding area with a number of UAVs programmed
with a set of way-points. To minimise manpower, all of the video streams are autonomously
linked back for pre-processing (noise reduction, deblocking, etc.) and a decision-making
module streams to the operator.

This brings the human into the loop who can then zoom into an area to look more
carefully (see [15]). As has been discussed, compression artefacts, low resolution and
motion blurring may all make this difficult, so modules to perform the cleaning of the
stream and super-resolution are integrated within the EbF.

Our framework can solve this problem with specific modules that can perform the
individual tasks. But there are a number of features that make our framework more useful.

To enable the neural network modules to accurately recognise objects, it is necessary
to correct the imagery (a wide-angle lens would distort the shape of objects) and as
the framework stores calibration parameters for each UAV in its encyclopedia, this can
automatically specify the relevant parameter values. Commercial off-the-shelf UAVs will
have different specifications—sensor resolution, frame-rate, focal lengths, colour cast, and
so on, so all of this information is stored in the encyclopedia.

The system can be scaled up by adding more UAVs. This is a matter of declaring the
UAVs and their specifications in the encyclopedia. These UAVs then become immediately
available to the EbF and are ready for the operator to use without the need to shut down
the system.

Figure 8 shows the encyclopedia contents for this use case.
Figure 9 shows Algorithm 1 being used to perform super-resolution. The original

thirty high-quality images were scaled down to contain a quarter of the number of pixels
(from 4272× 2848 to 2136× 1424) for processing. The low-resolution reference image is
scaled up 2× using cubic interpolation as a comparison (Figure 9a). The algorithm then
performs super-resolution to 2× and 4× in Figure 9b,c respectively.
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Calibration [1..*]
Calibration matrix
Distortion matrix

ORB Parameters [1..*]
Number of features
FAST threshold
Number of levels
Edge threshold
Patch size
Scale factor
WTA K
First level

Algorithm Parameters
Number of images
Best N ORB matches to use
Required frame-rate
Required resolution
Use boundary smoothing
Filter size
Filter σ
Region of interest
Scaling factor

Input Data
Video frames

Figure 8. Example encyclopedia contents for Use Case 2. Multiple instances of the calibration and
ORB parameters sets have been indicated for each camera, though it is debatable whether different
ORB sets are required. * one-to-many.

(a) (b) (c)

(d) (e) (f)

Figure 9. Super-resolution using Algorithm 1 with the thirty original high-quality images scaled to
half in both directions. (a) The low-resolution reference image scaled up 2× with cubic interpolation
for comparison (image size 304× 248). (b) Output from the algorithm with 2× super-resolution
(image size 304× 248). (c) Output from the algorithm with 4× super-resolution (image size 608× 496).
(d–f) Close-ups of the number plates.

To test the ability of a neural network automatic number plate recognition system
(ANPR) to read the number plates in the super-resolution image, an online demo system
was used [16]. This system is designed to find number plates with particular digit heights
in different resolution images. For this reason, the 4× super-resolution image was required.
As can be seen in Figure 10, the number plate was correctly recognised.

Figure 10. Automatic number plate recognition (ANPR) using [16]. The recognition software expects
the number plate digits to be a certain size so the 4× image in Figure 9c was required for successful
recognition. Simply up-scaling the images in Figure 9a,b is not sufficient to enable recognition.



Computers 2021, 10, 29 9 of 12

3.3. Use Case 3

To evaluate the framework’s use of remote image processing computation, we utilised
the University of Manchester high-throughput computing environment (built on HTCon-
dor) [17]. This system has approximately 1,200 CPU cores that are available at any time as
well as around 1000–3000 extra CPU cores being available out of hours (in the shape of PCs
in the teaching clusters) and has the ability to launch jobs in the AWS cloud.

The freely available HTCondor software was developed by The University of Wisconsin-
Madison [18] and is perfectly suited for streaming and simultaneously processing thou-
sands of image processing module commands. The multiple video sequences are cut into
one second long pieces so that thousands of seconds of video can be processed.

In order to submit a job to the Condor Pool, a simple text file is required, as shown
in Figure 11. This file is generated by the framework and stored in the encyclopedia. The
main parts of the submission file are the executable, arguments and input files followed
by one or more jobs to queue for processing. The output files are automatically returned
by HTCondor. During processing, a log file in the source directory is updated with the
progress and an email can be issued to the operator on completion.

Universe = vanilla

Requirements = (Target.Opsys == "LINUX" && Target.Arch == "X8_64")
Request_Memory = 1000
Rank=kflops

Should_Transfer_Files = IF_NEEDED
When_To_Transfer_Output = ON_EXIT

Executable = /opt/anaconda2/envs/python37/bin/python
Transfer_Executable = False
Environment = "PYTHONHOME=/opt/anaconda2/envs/python37 PYTHONPATH=python37_packages"
Transfer_Input_Files = orb_param_sweep.py, gcps.cfg, im1.jpg, im2.jpg, ../python37_packages
Notification = Never

Arguments = orb_param_sweep.py gcps.cfg 500 100 20
Log = 500_100_20.log
Output = 500_100_20.out
Error = 500_100_20.error
Queue

Arguments = orb_param_sweep.py gcps.cfg 500 100 30
Log = 500_100_30.log
Output = 500_100_30.out
Error = 500_100_30.error
Queue

# <Blocks repeat for more jobs with different input parameters>

Figure 11. Script to submit jobs to HTCondor for an ORB parameter sweep. Notice that the last block
of five lines is repeated to run multiple jobs with different parameters. The file is generated by the
framework to accommodate hundreds or thousands of parallel jobs.

The framework has knowledge of the different levels of computing power available, as
well as the latency rates acceptable by the operator; the encyclopedia also stores the Python
scripts to call each compute instance (which may be fixed or generated by the framework).

In this case study, we address a problem that requires more processing power than the
previous two, requiring high throughput computing facilities, see Figure 2 (Use Case 3).
However, the system is no longer constrained by the available local hardware.

This use case covers the non-real-time and more intensive analysis of video data after
some event. For example, five UAVs performing surveillance for two hours at 10 fps equates
to 360,000 frames. Overnight (12 h) with 1500 nodes on the HTC, detailed processing can
be carried out on these streams requiring 3 min per frame.

To demonstrate this using Structure from Motion (SfM), 3D models are created of a
scene from all of the video frames using VisualSfM [19,20]. (HTCondor can run binary
executables as well as Python scripts).
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VisualSfM is flexible in its operation and allows for divide and conquer techniques to
be used. The video streams are cut into manageable pieces and feature matches are found
between frames on separate compute nodes. The matches can then be brought together to
construct the 3D model. This method is described in [21]. The resulting model (rendered in
Meshlab [22]) is shown in Figure 12.
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(a)

(b) (c)

Figure 12. Creation of 3D Structure from Motion (SfM) models. (a) Model of a car park generated
from 324 frames at 1920× 1080 pixels. This image shows the generated 3D surface overlaid with
coloured points from the SfM model. (b) Model of a harbour generated from 130 frames at 3840× 2160
pixels. (c) Model of a castle generated from 58 frames at 3840× 2160 pixels. The images in (b) and (c)
show only the 3D surface model; the overlay of coloured SfM points was not necessary because the
higher resolution images made possible a more detailed model from which to create a surface.

4. Discussion and Conclusions

An important feature of this framework is the modularity. Suppliers often sell large
systems that are designed to work in a fixed way and work on the supplier’s own particular
choice of hardware. The client becomes tied to the supplier for training, the upkeep of the
system and for any future modifications. They are designed to meet the requirements of
the client but often fail to satisfy every need. Indeed, the client often does not know their
needs at the time of system specification so agile development is usually cited as a solution
to this problem.

Using the EbF, a company can be in control of the development of their own systems
and respond quickly to their own changing needs. Because the modules are self-contained,
they can be developed and tested outside the client’s system and each module can be
purchased from a different supplier to reduce costs.

We describe the use of our framework with three implemented case studies on systems
with different levels of computational power. With the pace of improvement in computing
hardware, the processing can be smoothly moved down to lower levels in the system.
We believe that our framework will continue to accommodate this advancement by its
intelligent, adaptable operation.

Author Contributions: Conceptualization, T.Morley, T.Morris and M.T.; funding acquisition, T.Morris;
investigation, T.Morley; methodology, T.Morley; software, T.Morley; supervision, T.Morris and M.T.;
writing—original draft, T.Morley; Writing—review & editing, T.Morris and M.T.

Figure 12. Creation of 3D Structure from Motion (SfM) models. (a) Model of a car park generated
from 324 frames at 1920× 1080 pixels. This image shows the generated 3D surface overlaid with
coloured points from the SfM model. (b) Model of a harbour generated from 130 frames at 3840× 2160
pixels. (c) Model of a castle generated from 58 frames at 3840× 2160 pixels. The images in (b,c) show
only the 3D surface model; the overlay of coloured SfM points was not necessary because the higher
resolution images made possible a more detailed model from which to create a surface.

4. Discussion and Conclusions

An important feature of this framework is the modularity. Suppliers often sell large
systems that are designed to work in a fixed way and work on the supplier’s own particular
choice of hardware. The client becomes tied to the supplier for training, the upkeep of the
system and for any future modifications. They are designed to meet the requirements of
the client but often fail to satisfy every need. Indeed, the client often does not know their
needs at the time of system specification so agile development is usually cited as a solution
to this problem.

Using the EbF, a company can be in control of the development of their own systems
and respond quickly to their own changing needs. Because the modules are self-contained,
they can be developed and tested outside the client’s system and each module can be
purchased from a different supplier to reduce costs.

We describe the use of our framework with three implemented case studies on systems
with different levels of computational power. With the pace of improvement in computing
hardware, the processing can be smoothly moved down to lower levels in the system.
We believe that our framework will continue to accommodate this advancement by its
intelligent, adaptable operation.
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