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Abstract: Decision-making plays an essential role in the management and may represent the most
important component in the planning process. Employee attrition is considered a well-known
problem that needs the right decisions from the administration to preserve high qualified employees.
Interestingly, artificial intelligence is utilized extensively as an efficient tool for predicting such a
problem. The proposed work utilizes the deep learning technique along with some preprocessing
steps to improve the prediction of employee attrition. Several factors lead to employee attrition.
Such factors are analyzed to reveal their intercorrelation and to demonstrate the dominant ones.
Our work was tested using the imbalanced dataset of IBM analytics, which contains 35 features for
1470 employees. To get realistic results, we derived a balanced version from the original one. Finally,
cross-validation is implemented to evaluate our work precisely. Extensive experiments have been
conducted to show the practical value of our work. The prediction accuracy using the original dataset
is about 91%, whereas it is about 94% using a synthetic dataset.

Keywords: deep learning; machine learning; attrition prediction

1. Introduction

The competition among organizations and firms highly depends on the productiv-
ity of the workforce. Building and maintaining a suitable environment is the key that
contributes to stable and collaborative employees. The human resource (HR) department
should participate in building such an environment by analyzing employees’ database
records. Analyzing these data enables the administration to improve the decision-making
to avoid employee attrition [1,2]. Employee attrition means that productive employees
decide to leave the organization due to different reasons such as work pressure, unsuit-
able environment, or not satisfying salary. Employee attrition affects the organization’s
productivity because it loses a productive employee as well as other resources such as HR
staff effort in recruiting new employees [3]. Recruiting new employees requires training,
development, and integrating them into the new environment.

Predicting employee attrition before it occurs can help the administration to prevent it
or at least reduce its effect. Some literature suggested that happy and motivated employees
tend to be more creative, productive, and perform better [4]. Organizations can utilize their
HR data to make such predictions depending on predictive models that can be built for
this purpose. In recent years, artificial intelligence (AI) is used in many different fields
such as health, education, economy, and administration [5,6]. Recently, the prediction of
employee attrition using AI has received a lot of research attention. Also, the increased
amount of data regarding this topic leads to more studies in this field [7,8].

This paper focuses on the prediction of employee attrition using deep neural networks,
where the IBM Watson dataset has been used to train and test the network. This dataset
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includes 35 features for 1470 samples of two classes (current and former employees).
These samples are not balanced; there are 237 positive samples (former employee) and
1233 negative samples (current employee). This unbalanced dataset makes the prediction
process a challenging task.

Our main contributions can be summarized as follows. First, we utilized the deep
learning technique with some preprocessing steps to improve the prediction of employee
attrition. Second, dataset features are analyzed to reveal their correlation with each other
and to identify the most important features. Third, to get realistic results, we tested our
model overbalanced and imbalanced datasets. Fourth, unlike several previous methods,
cross-validation is used to evaluate our work precisely.

The rest of this paper is organized as follows: Section 2 introduces the techniques
and methods used in the literature. Section 3 presents the methodology used in this work.
Section 4 reports the experimental results. Finally, Section 6 concludes the whole paper.

2. Literature Review

Researchers have studied employee attrition topic from different perspectives. Some
studies have analyzed employees’ behaviors to reveal the reasons behind their decisions to
stay in or leave the organization [9,10]. Other studies used machine learning algorithms
to predict employees attrition according to their records. Alduayj and Rajpoot [7] used
several machine learning models: random forests, k-nearest neighbors, and support vector
machines with different kernel functions. They used three different forms of IBM HR
dataset (the original class-imbalanced dataset, synthetic over-sampled, and under-sampled
datasets). Although their system with the synthetic dataset showed high accuracy, its
accuracy with the original dataset was not sufficient.

Usha and Balaji [8] used the same dataset to compare several machine learning
algorithms, namely, decision tree, naïve Bayes, and k-means for prediction. They validated
the algorithms using 10-fold cross-validation and 70%:30% split for train-test sets. The
accuracy of their work is poor in comparison with other works. This is because their work
didn’t utilize the data preprocessing stage. Fallucchi et al. [3] have studied the reasons
that motivate an employee to leave the organization, where various machine learning
techniques were adopted to select the best classifier in this problem. These techniques
include naïve Bayes, logistic regression, k-nearest neighbor, decision tree, random forests,
and support vector machine. They validated their work using cross-validation and train-
test split, but their results include only the 70%:30% split train-test set without discussing
cross-validation. However, the test accuracy is better than the training accuracy, which is a
good indicator, but still could be improved.

Zangeneh et al. [11] presented a three stages framework for attrition prediction. In
the first stage, they used the “max-out” feature selection method for data reduction. In
the second stage, they trained a logistic regression model for prediction. Then to ensure
the prediction model, confidence analysis is achieved in the third stage. In addition to the
poor accuracy, the system suffers from high complexity because of the preprocessing and
postprocessing. Pratt et al. [12] used classification trees and random forest for attrition
prediction. Before classification, they preprocess data by deleting non-desirable features
using Pearson correlation. However, their work shows a slight improvement in terms of
accuracy when compared with other machine learning algorithms.

Taylor et al. [13] used tree-based models to predict employee attrition. These mod-
els include random forests and light gradient boosted trees, which gained the strongest
performance. They used their own dataset, which contains 5550 samples. Other works,
such as [14,15], used also different datasets, which make them incomparable with the work
at hand.

The prediction accuracy of all the previous solutions still needs to be improved to
get more prediction confidence. The proposed work employs deep learning and data
preprocessing techniques to increase prediction accuracy. Table 1 compares the state-of-the-
art methodologies that use IBM HR dataset.
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Table 1. Comparison with state-of-the-art using the original imbalanced dataset.

Author Methods Accuracy Precision Recall F1-Score

Fallucchi [3]

Gaussian NB 0.825 0.386 0.541 0.446

Bernoulli NB 0.845 0.459 0.331 0.379

Log. Regression 0.875 0.663 0.337 0.445

KNN 0.852 0.551 0.09 0.15

Decision Tree 0.823 0.356 0.361 0.351

Random Forest 0.861 0.658 0.132 0.194

SVM 0.859 0.808 0.096 0.166

Linear SVM 0.879 0.665 0.247 0.358

Alduayj [7]

Linear SVM 0.869 0.814 0.24 0.371

Quadratic SVM 0.871 0.662 0.405 0.503

Cubic SVM 0.841 0.508 0.418 0.458

Gaussian SVM 0.865 0.788 0.219 0.343

Random Forest 0.856 0.75 0.164 0.269

KNN (K = 1) 0.827 0.275 0.046 0.079

KNN (K = 3) 0.8374 0.25 0.004 0.008

Usha [8]
Decision Tree (J48) 0.8276 - - -

NaiveBayes 0.8095 - - -

Zangeneh [11]
With feature selection 0.81 0.43 0.82 0.56

Without feature selection 0.78 0.39 0.82 0.53

Pratt Random Forest 0.85 - - -

Our work DNN 0.9116 0.9 0.91 0.91

3. Methodology

The proposed work analyses the respective dataset to detect the most influential
features that affect the prediction and builds a predictive model according to the follow-
ing phases.

1. Gathering employees’ data: IBM dataset [16] has been used.
2. Preprocessing the collected data: Data are prepared to be utilized by the predic-

tive model.
3. Analyzing the dataset: The most important features that push an employee to leave

the organization are detected.
4. Balancing the dataset: Since the dataset is not already balanced, it is necessary to

be equalized.
5. Building the predictive model: The suitable configuration for the model is selected to

increase the prediction accuracy.
6. Validating the model: K-fold validation and 70%:30% train-test set are used for

system evaluation.

3.1. Dataset Description

The dataset used in this work is created by IBM Analytics [16]. It contains 35 features
for 1470 employees. The dataset features along with their corresponding types are illus-
trated in Table 2. The “Attrition” feature represents the employee decision: Yes (leave the
company) or No (stay at the company).
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Table 2. IBM dataset features.

Feature Name Type Feature Name Type

Age Number MonthlyIncome Number
BusinessTravel Category MonthlyRate Number
DailyRate Number NumCompaniesWorked Number
Department Category Over18 Category
DistanceFromHome Number OverTime Category
Education Category PercentSalaryHike Number
EducationField Category PerformanceRating Number
EmployeeCount Number RelationshipSatisfaction Category
EmployeeNumber Number StandardHours Number
EnvironmentSatisfaction Category StockOptionLevel Category
Gender Category TotalWorkingYears Number
HourlyRate Number TrainingTimesLastYear Number
JobInvolvement Category WorkLifeBalance Category
JobLevel Category YearsAtCompa Number
EducationField Category YearsInCurrentRole Number
JobRole Category YearsSinceLastPromotion Number
JobSatisfaction Category YearsWithCurrentManager Number
MaritalStatus Category Attrition Category

3.2. Preprocessing

Preprocessing operation is a crucial step in machine learning, which significantly
improves the model performance. It includes data cleaning, categorical data encoding, and
rescaling, which will be briefly described in the following sections.

3.2.1. Data Cleaning

Trivial investigation on the dataset reveals that some features are identical for all
employees such as EmployeeCount, Over18, and StandardHours, so they have been omitted
in this stage. Furthermore, the EmployeeNumber feature is omitted too since its values are
unrelated to our classification problem.

3.2.2. Categorical Data Encoding

Some of the dataset features are categorical (nominal) values rather than numbers.
In most machine learning algorithms, categorical features cannot be used directly. The
original dataset contains several categorical features such as BusinessTravel, Department, Ed-
ucationField, Gender, JobRole, MaritalStatus, and Overtime. These features must be converted
into numerical ones.

To solve this problem, one-hot encoding is used, where the unique values and their
number are identified first. Then a one-hot binary vector is assigned for each value. For
example, Gender feature, which includes two values (male, female) is translated into (1, 0)
and (0, 1), respectively.

3.2.3. Rescaling

Features differ greatly according to their ranges, which incurs bad classification results
since features with large ranges may get greater weight than other features. In order to
overcome this issue, we need to rescale feature values to be in the same range. One of the
common methods of feature values rescaling is normalization, in which values are rescaled
to a specific period. In this work, feature values are rescaled to the range [0, 1]. The
normalization formula is shown in Equation (1).

X′ =
X− Xmin

Xmax − Xmin
(1)

where Xmin and Xmax are the minimum and maximum values of the given feature, respectively.
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3.3. Dataset Analysis

The correlation matrix is usually used to understand the relationship among the
dataset features. Figure 1 depicts the correlation matrix of our dataset. The cell colors vary
from blue to red color. Grey cells represent no correlation, while red variations represent the
high correlation. Blue variations represent a negative correlation among dataset features.

Figure 1. Correlation Heat-map.

By analysing the correlation matrix, we observe the following findings:

• “MonthlyIncome” is highly correlated with the “JobLevel”, Figure 2a.
• “PerformanceRating” is correlated with “PercentSalaryHike”, figure 2b.
• “TotalWorkingYears” is correlated with “JobLevel” and “MonthlyIncome”, Figure 2c,d.
• “YearsAtCompany” is correlated with “YearsInCurrentRole" and “YearsWithCurrent-

Manager”, Figure 2e,f.
• “TotlaWorkingYears” is correlated with “Age”, Figure 2g.
• “YeasAtCompany” is moderately correlated with “YearsSinceLastPromotion” and

“TotalWorkingYears”, Figure 2h,i.

Figure 2. Cont.
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Figure 2. Relation among several features. (a) correlation between JobLevel and MonthlyIncome. (b) correlation between
PerformanceRating and SalaryHike. (c) correlation between TotalWorkingYears and JobLevel. (d) correlation between
TotalWorkingYears and MonthlyIncome. (e) correlation between YearsAtCompany and YearsInCurrentRole. (f) corre-
lation between YearsAtCompany and YearsWithCurrentManager. (g) correlation between TotalWorkingYears and Age.
(h) correlation between YearsAtCompany and YearsSinceLastPromotion. (i) correlation between YearsAtCompany and
TotalWorkingYears.
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Features vary in their importance for the prediction process. To show that, we utilized
Chi-square χ2 ranking. The results show that OverTime, JobLevel, and MonthlyIncome are
the most dominant features as depicted in Figure 3.

Figure 3. Features importance.

3.4. Dataset Balancing

The dataset adopted in this work is target biased. This means that the number of
employees that left the organization (attrition = “yes”) is not equivalent to the number
of still working employees (attrition = “no”) as shown in Figure 4a. The original dataset
contains 1470 employee records. Only 237 employees have left the organization, whereas
1233 employees still working, which bias the dataset towards the working employees.
This imbalance influences the prediction model resulting in relatively poor performance.
Therefore, some researchers overcome this problem using oversampling the minority
class. To overcome this problem, Alduayj and Rajpoot [7] exploited the Adaptive synthetic
(ADASYN) sampling approach [17] to transform the dataset into its balanced version, (see
Figure 4b). In the proposed technique, the experiments are conducted on both balanced
and imbalanced datasets.

No Yes
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(a) (b)

Figure 4. Imbalanced and balanced dataset. (a) Original imbalanced dataset. (b) Synthetic bal-
anced dataset.

3.5. Prediction Model

The prediction model is the essence of any prediction process. Various machine
learning models have been used in employee attrition such as decision trees, random
forests, naïve Bayes, logistic regression, and SVM. In this work, a deep learning prediction
model is used to classify employee attrition. In order to avoid overfitting or underfitting,



Computers 2021, 10, 141 8 of 11

hyperparameters of the model such as number of hidden layers, number of neurons,
activation functions, and so on, should be selected carefully. In this work, a grid search
approach is used to tune hyperparameters of the prediction model by exploiting multi-core
machines and multithreading programming. The resulted model consists of an input layer,
7 hidden layers, and an output layer. The input layer contains 53 neurons, which is the
number of features after expanding them using categorical data encoding. Each hidden
layer has 100 neurons. The output layer has only one neuron that represents the prediction
value as shown in Figure 5. The activation functions of hidden layers are softplus, which is a
curvy version of Rectified Linear Unit ReLU (see Figure 6a), while the activation functions
of input and output layers are sigmoid (see Figure 6b). The loss function used in this work
is binary cross entropy, whereas the optimizer is Adam with initial learning rate of 0.01.

Figure 5. The proposed network architecture.

(a) (b)

Figure 6. Activation functions. (a) softplus function. (b) sigmoid function.

3.6. Validation

To evaluate the performance of the prediction model, the dataset is divided into
two parts: trainset and test set. Two validation techniques are used in the proposed work,
train-test sets, and k-fold cross-validation.

• Train-test validation sets
In this technique, 70% of the dataset is used to train the model, while the remaining
30% is used to validate the model.

• K-Fold cross-validation
The train-test sets are not always fair in testing the model. This is because when
the test samples are included in the trainset, high misleading performance is gained.
Therefore, cross-validation is required to give realistic performance and to avoid the
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overfitting problem. In this technique, the dataset is divided into k parts, each part
is used in one iteration for testing the model, while the other k− 1 parts are used for
training the model. This process is executed k-times. The final accuracy is the average
of accuracy values of these k-times executions.

4. Experimental Results

In order to evaluate our model, three experiments have been conducted. Two versions
of the dataset are used: the original imbalanced data and the synthetic balanced data using
the ADASYN method.

4.1. Experiment 1

In this experiment, the original dataset is used, which represents a challenge due to
the big difference between the number of samples of target 0 and target 1. Table 1 shows
a comparison between the proposed method and other state-of-the-art methods. Results
demonstrated that the accuracy and f1-score of our model outperform significantly all
competitor methods, mainly due to the classification power of deep learning and our
preprocessing steps.

4.2. Experiment 2

In this experiment, the original dataset is converted into a synthetic one using
ADASYN [17] to fairly compare with researchers who used this technique. Table 3 shows
the comparison results between our proposed technique and all methods of [7]. Our
accuracy and f1-score are better than almost all these methods.

Table 3. Comparison with state-of-the-art using the synthetic balanced dataset.

Author Methods Accuracy Precision Recall F1-Score

Alduayj [7]

Linear SVM 0.782 0.763 0.795 0.779

Quadratic SVM 0.879 0.839 0.927 0.881

Cubic SVM 0.926 0.879 0.981 0.927

Gaussian SVM 0.912 0.885 0.941 0.912

Random Forest 0.926 0.95 0.893 0.921

KNN (K = 1) 0.967 0.939 0.997 0.967

KNN (K = 3) 0.929 0.877 0.992 0.931

Our work DNN 0.9416 0.94 0.94 0.94

4.3. Experiment 3

In this experiment, 10-fold cross-validation is used to get realistic performance using
the original dataset. The results of our model are compared with the methods of Usha [8],
as shown in Table 4. The accuracy of the proposed work is better than these methods using
the same dataset.

Table 4. 10-fold cross-validation.

Author Methods Accuracy

Usha [8]
Linear SVM 0.8244

KNN (K = 3) 0.7884

Our work DNN 0.8911
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5. Discussion

Deep learning algorithm has shown superiority over other machine learning algo-
rithms in the prediction problem. Despite the imbalanced dataset, as reported in experiment
1, the system has shown high prediction accuracy over all other state-of-the-art method-
ologies. This is not only caused by using deep learning, but also due to proper adoption
of preprocessing and selecting only the effective features. In experiment 2, a synthetic
balanced version of the dataset has been used and compared the same settings of [7]. Notice
that the accuracy of KNN (K = 1) method of [7], (as shown in Table 3), still better than our
work due to the overfitting, as they admitted.

Recall that measuring the prediction model using only train-test sets is not always fair.
Therefore, cross-validation is used in experiment 3 to obtain a more realistic measurement.
Since only the work of [8] has conducted cross-validation, we compared our work against
it. The result shows that the accuracy of our model is much better than Linear SVM and
KNN models of [8] as shown in Table 4.

6. Conclusions

The proposed work can assist the human resources department in providing the
necessary information about the potential decision of an employee to leave the organization.
Depending on employee signals, our method predicts whether there is a potential risk of
employee attrition. We have analyzed the employee’s dataset to obtain the most features
that encourage the employee to leave the organization. Additionally, the correlations
among various features are also presented. Our findings, in this regards, shows that
overtime hourse, job level, and monthly income are the most effective features that influence
the employee decision. Using the dataset offered by IBM analytics is still a challenging task
due to its imbalanced nature. This leads us to create a synthetic version of this dataset to
build a stable classifier that can support realistic prediction.

Thorough experiments have been conducted to measure the effectiveness of our
method in terms of accuracy, percision, recall, and f1-score. The proposed method has shown
a high performance compared to state-of-the-art techniques that used the same dataset. The
accuracy, using the imbalanced and synthetic balanced datasets was 91.16% and 94.16%,
respectively. Further comparison is also implemented using 10-fold cross-validation,
where the obtained accuracy was 89.11%, which is outperforms all the previously pre-
sented methods.
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