

  cancers-14-03986




cancers-14-03986







Cancers 2022, 14(16), 3986; doi:10.3390/cancers14163986




Article



Identification of a Novel Cuproptosis-Related Gene Signature for Prognostic Implication in Head and Neck Squamous Carcinomas



Shouyi Tang 1,†, Li Zhao 1,†, Xing-Bo Wu 1[image: Orcid], Zhen Wang 1, Lu-Yao Cai 1, Dan Pan 1, Ying Li 1, Yu Zhou 1,2,* and Yingqiang Shen 1,*





1



State Key Laboratory of Oral Diseases, National Clinical Research Center for Oral Diseases, Chinese Academy of Medical Sciences Research Unit of Oral Carcinogenesis and Management, West China Hospital of Stomatology, Sichuan University, Chengdu 640041, China






2



State Institute of Drug/Medical Device Clinical Trial, West China Hospital of Stomatology, Chengdu 610041, China









*



Correspondence: yuzhou1983@scu.edu.cn (Y.Z.); shen@scu.edu.cn (Y.S.)






†



These authors contributed equally to this work.









Academic Editor: J. Chad Brenner



Received: 28 June 2022 / Accepted: 16 August 2022 / Published: 18 August 2022



Abstract

:

Simple Summary


Head and neck squamous carcinoma (HNSC) is a common malignancy that requires novel therapeutic targets. Cuproptosis is an emerging research hotspot. The purpose of this study is to mine the cuproptosis-related genes to find prognosis-related genes. We successfully identified a 24-gene signature for predicting overall survival (OS) in HNSC patients and may expand the range of potential targets for treating HNSC.




Abstract


Head and neck squamous carcinoma (HNSC) is a frequent and deadly malignancy that is challenging to manage. The existing treatment options have considerable efficacy limitations. Hence, the identification of new therapeutic targets and the development of efficacious treatments are urgent needs. Cuproptosis, a non-apoptotic programmed cell death caused by excess copper, has only very recently been discovered. The present study investigated the prognostic importance of genes involved in cuproptosis through the mRNA expression data and related clinical information of HNSC patients downloaded from public databases. Our results revealed that many cuproptosis-related genes were differentially expressed between normal and HNSC tissues in the TCGA cohort. Moreover, 39 differentially expressed genes were associated with the prognosis of HNSC patients. Then, a 24-gene signature was identified in the TCGA cohort utilizing the LASSO Cox regression model. HNSC expression data used for validation were obtained from the GEO database. Consequently, we divided patients into high- and low-risk groups based on the 24-gene signature. Furthermore, we demonstrated that the high-risk group had a worse prognosis when compared to the low-risk group. Additionally, significant differences were found between the two groups in metabolic pathways, immune microenvironment, etc. In conclusion, we found a cuproptosis-related gene signature that can be used effectively to predict OS in HNSC patients. Thus, targeting cuproptosis might be an alternative and promising strategy for HNSC patients.
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1. Introduction


Until 2020, head and neck cancer remained one of the leading cancers worldwide, causing the rapidly growing burden of cancer incidence and mortality [1]. HNSC has rich diversity in primary sites and subtypes; thereby, the overall 5-year survival rate for HNSC remains low despite advances in cancer diagnosis and treatment. The ill effects, along with recurrence and metastasis, pose a tremendous financial burden and make optimal treatment and prognostic prediction crucial for HNSC patients [2]. A series of conventional and new prognostic signatures in HNSC were described, concerning immune-related genes [3], autophagy-related genes [4], microRNAs [5], oxidative stress-related genes [6], etc. However, more prognostic and therapeutic targets against HNSC are needed.



Copper-related biological functions have been under research and study for a long time. In eukaryotes, Cu acts as a redox cofactor for many copper-dependent enzymes and proteins [7]. It was first noticed in 1980 that Cu played a significant role in angiogenesis [8], dramatically inducing VEGF protein and its mRNA expression [9]. Like other trace metals essential to life, copper may lead to impairment and cell death if present at an inappropriate amount in cells. On the other hand, experts seek the possibility of harnessing it to kill tumor cells selectively, benefiting monotherapy. Cellular toxicity related to disrupted copper homeostasis involves various mechanisms, including accumulation of reactive oxygen species, proteasome inhibition, and anti-angiogenesis [10]. Moreover, a non-apoptotic program cell death caused by excess copper was recently termed “cuproptosis”. The disruption of lipoylated mitochondrial enzymes was recently found to be involved in this specific process [11].



With awareness of elevated copper concentration in tumor tissues and serum, the key role of Cu in the genesis, severity, and progression of cancer has attracted researchers’ interest. It could be a vulnerable point to target for arresting cancer development [12]. Attracted by the progress in copper-related cell death, we studied the application of copper in the field of tumors. Joint efforts are being made to achieve a state of copper deficiency or induce “cuproptosis” and seek potential strategies to attenuate the resistance and increase the selectivity of drugs [12,13,14]. An imbalance in copper homeostasis has also been observed in the progression of head and neck cancers [15]. In addition to cancer treatment, it is the foundation of application in predicting cancer risk and prognosis [16,17].



Here, we focused on whether those cuproptosis-related genes are associated with the prognosis of HNSC patients. In this study, we innovatively introduced cuproptosis-related genes into a prognostic multigene signature for HNSC, and we also performed further analysis to explore the underlying mechanisms. Conclusively, we made the first attempt to explore the unknown field with broad prospects, offering inspiration for more in-depth research related to cuproptosis in HNSC in the future.




2. Materials and Methods


2.1. Data Collection


The mRNA-sequencing data and related clinical information of 502 HNSC patients were downloaded from The Cancer Genome Atlas Program (TCGA) database (https://www.cancer.gov/about-nci/organization/ccg/research/structural-genomics/tcga, (accessed on 30 March 2022)). In addition, the microarray data profiles of GSE41613 and GSE42743 based on the same platform GPL570 and corresponding clinical information were obtained from Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/, (accessed on 31 March 2022)). Then, the “sva” R package was used to merge the two datasets and remove batch effects.



Derived from the genome-wide CRISPR-Cas9 loss-of-function test reported in previous literature [11], 347 potential cuproptosis-related genes (FDR < 0.05) were identified, and for a detailed list of genes, see Supplementary Table S1.




2.2. Development and Validation of a Prognostic Cuproptosis-Related Gene Signature


Differential expression of cuproptosis-related genes between normal and tumor samples was analyzed using the “limma” R package. Genes with a p value less than 0.05 were considered significantly different. TCGA cohort was classified as the training set, and the GEO cohort was the validation set. Then, we performed a univariate COX analysis of OS to identify which cuproptosis-related genes had prognostic values (p value < 0.05).



Mutations and associations of genes in the HNSC samples from the TCGA cohort were analyzed using the “maftools” R package. LASSO Cox regression analysis of prognostic-related genes was performed through the “glmnet” R package to construct a prognostic risk score model for OS prediction in HNSC patients. The model penalty parameter (λ) was determined by 10-fold cross-validations. The formula for calculating the risk score for each sample is defined as follows: risk score = esum (each gene’s expression × corresponding coefficient).



All samples were divided into low-risk and high-risk groups according to the median risk score of samples from the training set. Moreover, we used Kaplan–Meier analysis to compare the differences in OS between low- and high-risk groups. Then, we used the “timeROC” package to assess the accuracy of the model predictions. Subsequently, the test set was used to verify the reliability of the model.




2.3. Principal Component Analysis (PCA)


Aiming to figure out the distinction between the two groups, we used the “limma” R package to perform PCA on mRNA expression data before and after constructing the prognostic risk score model in the TCGA cohort. It should be pointed out that PCA was first performed on the expression profiles of cuproptosis-related genes, and the second PCA focused on genes in the risk score model.




2.4. Construction of a Nomogram for OS Prediction


A nomogram for predicting OS was built using the “rms” R package based on the gene expression profiles and clinical data of HNSC patients in the TCGA cohort. Time-dependent calibration curves and AUC curves were drawn to verify the validity of the nomogram. Univariate and multivariate Cox regression analyses were performed to assess if the prognostic risk score model could be an independent indicator for OS prediction of HNSC patients.




2.5. The Characteristic Distinction between the Low- and High-Risk Score Groups


The “limma” R package was adopted to determine the relationship between risk scores and clinical features, including age, gender, tumor grade, pathological stage, and AJCC TNM stage.



To compare immune-related characteristics between the two groups, immune cell infiltration and immune-related functions were quantified by ssGSEA analysis utilizing the “GSVA” R package. Gene sets used for the analysis were collected from previous studies [18,19]. Tumor Immune Dysfunction and Exclusion (TIDE) website (http://tide.dfci.harvard.edu/, (accessed on 10 April 2022)) was used to predict response to cancer immunotherapy (anti-PD1 and anti-CTLA4) in the two groups. On the other hand, we used the “pRRophetic” R package to predict the sensitivity toward chemotherapeutics from the gene expression data. The method worked by building statistical models from gene expression and drug sensitivity data in a very large panel of cancer cell lines, then applying these models to gene expression data from primary tumor biopsies [20].




2.6. Functional Enrichment Analysis


The symbol ID of each DEG (|logFC| > 1, p-value < 0.05) was converted to Entrez Gene ID using “org.Hs.eg.db” R package. Then, DEGs were subjected to Gene Ontology (GO) enrichment analysis and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis through the “clusterProfiler” R package.




2.7. Gene Set Variation Analysis (GSVA)


GSVA analysis of genetic maps was performed by the “GSVA” R package to compare the differences in biological pathways between low- and high-risk groups. The gene set “c2.cp.kegg.v7.4.symbols” from Gene Set Enrichment Analysis (GSEA) website (http://www.gsea-msigdb.org/gsea/msigdb/index.jsp, (accessed on 4 April 2022)) was used as the reference gene set.




2.8. PPI Network


We analyzed prognostic cuproptosis-related DEGs via the STRING website (https://cn.string-db.org/, (accessed on 8 April 2022)) to obtain the PPI network with an interaction score of more than 0.40 (median confidence). Further, the PPI network data were processed and displayed by Cytoscape software (version: 3.9.1, the Cytoscape Consortium, NY, USA, and the hub genes from prognostic cuproptosis-related DEGs were obtained by a Cytoscape extension called cytoHubba (version: 0.1, the Cytoscape Consortium, NY, USA).




2.9. Cell Culture


Six HNSC cell lines (UM1, SCC9, HN12, CAL27, H400, and SCC25) and the human normal squamous epithelial cell line (NOK) were used in this study. The UM1 cell line was obtained from the Cell Bank of the Chinese Academy of Science (Shanghai, China). The NOK, SCC9, HN12, CAL27, and SCC25 cell lines were purchased from American Type Culture Collection (ATCC; Manassas, VA, USA). The H400 cell line was established at Bristol Dental School, University of Bristol, Bristol, UK [21]. Identity authentication of all the cell lines was conducted by multiplex STR profiling. All the cell lines used in this study were stored in State Key Laboratory of Oral Diseases (West China Hospital of Stomatology, Sichuan University, Chengdu, China). UMI, HN12, and CAL27 cells were cultured in DMEM (Sigma, Saint Louis, MO, USA, D5546) supplemented with 10% FBS (HyClone, Logan, UT, USA, SH30088.03) and 1% penicillin–streptomycin solution (Gibco, Waltham, MA, USA, 15070063). SCC9, SCC25, and H400 cells were cultured in DMEM/F12 (Pricella, Greenacres, FL, USA, PM150310) supplemented with 10% FBS (HyClone, SH30088.03), 1% penicillin–streptomycin solution (Gibco, 15070063), and hydrocortisone (500 ng/mL; MCE, HY-N0583). NOK cells were grown in defined keratinocyte-SFM (Gibco, 10744019) supplemented with Defined Keratinocyte-SFM Growth Supplement (Gibco, 10744019) and 1% penicillin–streptomycin solution. All cultures were maintained in a humidified incubator with 5% CO2 at 37 °C.




2.10. RNA Isolation and RT-qPCR


Total RNA was isolated from cells using the Quick-RNA MiniPrep kit (Zymo research, Irvine, CA, USA, R1054). Then, reverse transcription was performed with the Takara PrimeScript RT reagent kit (Takara, Kusatsu, Japan, RR037A). Real-time quantitative PCR was performed with the ChamQ Universal SYBR qPCR Master Mix (Vazyme Biotech Co., Nanjing, China, Q711-02). All the experiments were performed according to the product’s instructions. Primers used in this study were designed via Primer 3 (https://primer3.ut.ee/, (accessed on 16 July 2022)). MRPS7 primer sequences were: forward primer 5′-AAGCCAGTGGAGGAGCTAA, reverse primer 5′-GCTTGATGGAAGATGGTGTA; GAPDH primer sequences were: forward primer 5′-GGAGCGAGATCCCTCCAAAAT, reverse primer 5′-GGCTGTTGTCATACTTCTCATGG. The ΔΔCT value of the expression of MRPS7 was measured and assessed against the value of GAPDH.




2.11. Statistical Analysis


Wilcoxon rank-sum test was carried out to compare the difference between low- and high-risk groups. OS was compared by Kaplan–Meier analysis. Univariate and multivariate Cox regression analyses were used to obtain predictors of OS in HNSC. All statistical analyses were performed with R software (version: 4.1.2). If not specified, a p value < 0.05 was considered statistically significant.





3. Results


3.1. Identification of Prognostic Cuproptosis-Related DEGs in the TCGA Cohort


We found 238 differentially expressed cuproptosis-related genes between tumor and normal tissues in the TCGA cohort, and 39 of them were associated with prognosis (Figure 1a,b). Univariate Cox regression analysis revealed a total of 39 genes related to prognosis with a p-value less than 0.05 (Figure 1c). Based on the same screening criteria, we analyzed all 55,266 genes in the RNA-Seq. We found there were 2169 genes associated with prognosis, and 39 of these genes were cuproptosis-related genes. A further hypergeometric test showed that the 39 overlapping examples of these prognosis-related genes and all the cuproptosis-related genes were statistically significant, which means there is a significant correlation between cuproptosis-related genes and HNSC patients’ survival. It was worth mentioning that five of them were downregulated in tumor samples, including DLAT, MTF1, PDZD4, FDX1, and RPS25, and the rest of the genes were all upregulated. As shown, the correlation of the candidate genes was investigated (Figure 1d). The somatic mutation profile of the 39 prognostic cuproptosis-related genes was first summarized. In total, 66 of 506 HNSC samples experienced mutation of cuproptosis-related genes, with a frequency of 13.04% (Figure 1e). DOT1L had the highest mutation frequency, and six genes (including TRIM32, MRPL17, MTG1, COA6, COPZ1, and NUDF85) exhibited neither type of mutation in HNSC patients. Further analyses identified a mutation co-occurrence relationship between RPS25 and CDC27, RPS25 and DLAT, RPS25 and ABCE1, RPS25 and PSMB5, MRPS23 and STK11, MRPS23 and TAF6L, MRPL21 and ABCE1, TAF6L and STK11, PSMB5 and CDC27, PSMB5 and DLAT, PSMB5 and ABCE1, FDX1 and MTF1, RSL1D1 and CDC27, ABCE1 and CDC27, ABCE1 and DLAT, MTF1 and ATIC, and DLAT and CDC27 (Figure 1f).




3.2. Prognostic Risk Score Model Developed in the TCGA Cohort


To construct the prognostic risk score model, we performed a LASSO Cox regression analysis to reduce the number of genes. A 24-gene signature was identified according to the optimal value of λ (Figure 2a,b). The risk score of each sample was calculated by the formula mentioned in the Materials and Methods section.



Based on the median cut-off value, the patients in the TCGA cohort were divided into two groups: the high-risk group (n = 245) and the low-risk group (n = 246). The model effectively distinguished HNSC samples into low- and high-risk groups, with PCA indicating the discrepancy in the distribution of patients in different risk groups (Figure 2c,d).




3.3. The Relationship between Risk Score and Clinical Characteristics


The Kaplan–Meier survival analysis indicated that patients in the high-risk group had a reduced survival time compared with their low-risk counterparts (Figure 2f). Testing samples from the GEO cohort were also divided into two groups, high- (n = 65) and low-risk (n = 66), according to the median cut-off value. The outcome was consistent with the previous analysis (Figure 2g), which meant the prognostic robustness and practicability of the risk score model were verified. Furthermore, patients in the TCGA cohort and GEO cohort were divided into three groups (high-, medium-, and low-risk) separately for further overall survival analysis. Our results showed that there was still a significant difference in survival among the three groups (Supplementary Figure S1i,j). Moreover, time-dependent ROC curves were plotted separately for one year, three years, and five years to assess the predictive accuracy of the prognostic risk score model for OS. AUC reached 0.704 at one year, 0.737 at three years, and 0.698 at five years (Figure 2h). Then, the distribution of risk scores in age, gender, tumor grades, pathological stages, and AJCC TNM stages of samples in the training set was analyzed (Figure 3a). Although there were no statistically significant correlations between risk scores and age, gender, and tumor grades, risk scores were correlated with TMN stages and pathological stages to some extent. Patients of T3/T4 had higher risk scores than those of T1/T2 (p < 0.05). Patients of N3 had higher risk scores than those of lower N stages (p < 0.05). Regarding the pathological stage, risk scores also increased in stage III/IV patients compared with stage I patients (p < 0.05). We believe that the lack of completeness and timing updates of clinical information limited the ability to draw significant conclusions. Another ROC at five years was used to compare the predictive accuracy for OS of those variates, and the AUC of risk scores was the highest (Figure 2e). Subsequently, univariate and multivariate Cox regression analyses were conducted among those factors. Only risk scores and pathological stages were proven to be independent prognostic predictors for OS, and risk scores had a much higher hazard ratio (Figure 2i,j).




3.4. Development of a Nomogram for OS Prediction


A nomogram with age, gender, tumor grades, pathological stages, TMN stages, and risk scores was created to predict OS in HNSC patients from the TCGA cohort (Figure 3b). The deficiency in HNSC patients’ clinical records resulted in some shortages of the integrated scoring system. AUC demonstrated assurance of prediction for prognosis using the nomogram, which reached 0.728 at one year, 0.785 at three years, and 0.741 at five years (Figure 3c). The accuracy of the nomogram was superior to other variables, such as risk, age, gender, grade, and stage, providing a higher practical value in prognostic prediction. The calibration curves at one year, two years, and three years showed that the nomogram is reliable in predicting the OS of HNSC patients to a great extent (Figure 3d). Moreover, both the univariate and multivariate Cox regression analysis indicated that the risk score and stage are independent prognostic factors. (Figure 3e,f).




3.5. Immune-Related Characteristics in the Low- and High-Risk Score Groups


In order to further explore the potential relationship between the risk score and immune-related characteristics, immune cell infiltration and immune functions were quantified by ssGSEA analysis. Results showed that native B cells, plasma cells, CD8 T cells, T follicular helper cells, and regulatory T cells (Treg) were enriched in the low-risk group, and resting NK cells, M0/M2 macrophages, activated dendritic cells, and eosinophils were enriched in the high-risk group (Figure 4a). In addition, CCR, checkpoint, cytolytic activity, HLA, T cell co-inhibition and co-stimulation, and inflammation-promoting and type II IFN response had a lower score in the high-risk group (Figure 4c). In further analysis concentrating on checkpoints, we found that the majority of checkpoints were expressed at a higher level in patients of low risk, such as PDCD1 and CTLA4. Interestingly, there were a few exceptions, including CD44, CD276, NRP1, and TNFSF9 (Figure 4b). Mechanistically, immune checkpoint overexpression engenders an immune-suppressive tumor microenvironment, indicating that the low-risk group could respond better to immunotherapy. However, strangely, the low-risk group had a higher TIDE value. A higher value in TIDE analysis indicated a higher potential of tumor immune evasion, thus, it was less likely to benefit from anti-PD1/CTALA4 (Figure 4d). GSVA enrichment analysis was conducted to investigate the biological behaviors in the two groups, from which we learned that most metabolism pathways were enriched in the high-risk group (Figure 5g). Enrichment in the TCA cycle, oxidative phosphorylation, pyruvate metabolism, glycolysis, and gluconeogenesis may play an essential role in the poor overall survival of the high-risk group.




3.6. Response to Chemotherapy Drugs


Chemotherapy is one of the most common treatments for HNSC. Therefore, the sensitivity of HNSC patients in the TCGA cohort towards common chemotherapeutics was predicted using the “pRRophetic” R package. We found that half-maximal inhibitory concentration (IC50) of bleomycin, doxorubicin, and gemcitabine was lower in the high-risk group, and the most significant difference was the sensitivity to bleomycin (Figure 5a–f). The results implied that samples in the high-risk group were more sensitive to all three kinds of chemicals. Unfortunately, none of the three kinds of drugs are standard chemotherapies for HNSC, but each of them has therapeutic prospects. The cytotoxicity of bleomycin is greatly enhanced by electroporation as a component of electrochemotherapy (ECT), which is a topical, safe, and reproducible treatment for primary, metastatic, and radioresistant HNSC [22,23,24]. Doxorubicin, chemically or physically modified, is of great therapeutic value for HNSC [25,26], and the drug also has the potential for HNSC immunotherapy [3]. Gemcitabine has been proven to be an active agent against HNSC and can improve patient survival in nasopharyngeal carcinoma [27,28]. As a drug with potent radio-sensitization properties [29], gemcitabine in a combination of other chemicals is also applied for concurrent chemoradiotherapy of HNSC [30,31,32,33]. Regretfully, our results showed that there was not a significant correlation between the above-mentioned drug responses and risk scores in the GEO cohort (Supplementary Figure S1a–f). Further research is needed to confirm differences in drug sensitivity between the two groups.



Additionally, the mutation of TP53 is the most common genetic alteration in human cancers [34]. It is worth noting that patients with TP53 mutation had significantly higher risk scores than those with TP53 wild (Figure 5h).




3.7. Enrichment Analysis in the Low- and High-Risk Score Groups


GO and KEGG analyses were performed on the DEGs between the high-risk and low-risk groups to elucidate the biological functions and pathways related to the risk score. What could be clearly seen was that DEGs from the TCGA cohort were enriched in many immuno-biological processes (Figure 6a). More specifically, results of GO analysis indicated that DEGs participate in the B cell receptor signaling pathway, humoral-immune-mediated response by circulating immunoglobin, complement activation, humoral immune response, regulation of B cell activation, and recognition and engulfment of phagocytosis (Figure 6c). This could lead to the difference in immune response against cancer and response to treatment between the two groups. Moreover, KEGG analysis indicated that DEGs have a role in several signaling pathways and metabolic pathways (Figure 6b). Specifically, DEGs were enriched in cell adhesion molecules, estrogen signaling pathway, staphylococcus aureus infection, taurine and hypotaurine metabolism, α-linolenic acid metabolism, transcriptional misregulation in cancer, drug metabolism via cytochrome P450, and linoleic acid metabolism (Figure 6d). The results indicated the different biochemical activities between high- and low-risk groups.




3.8. Protein-Protein Interaction (PPI) Network of Prognostic Cuproptosis-Related DEGs


STRING online database was used to determine the PPI of cuproptosis-related DEGs, and Figure 6e presents the interaction of cuproptosis-related DEGs. Then, PPI network data were subjected to Cytoscape software to be further processed. To identify the hub genes, we applied the degree algorithm in the “cytoHubba” package of Cytoscape software. A total of 10 genes were identified, including MRPL15, MRPS7, MRPL21, MRPL17, MRPS23 and MRPS5, MTG1, RPS25, SRP54, and SSBP1 (Figure 6f).



MRPS7, MSPS5, MRPS23, MRPL15, MRPL21, and MRPL17 are members of mitochondrial ribosomal genes, encoding subunits of mitochondrial ribosome proteins (MRPs), which can help in protein synthesis inside mitochondria [35]. This implies that mitochondria may play a critical role in cuproptosis. Moreover, we performed further analysis focusing on MRPS7, the most central hub gene. Survival analysis indicated that higher mRNA expression of MRPS7 was strongly associated with poorer HNSC patients’ prognoses (Figure 7b). The specific difference in immune cell infiltration in the tumor microenvironment between patients with high and low expression of MRPS7 was explored. MRPS7 median expression value was used as the cut-off value. Our result showed that tumors with high expression of MRPS7 had significantly increased infiltration in activated NK cells and M2 macrophages when compared to those with low expression (Figure 7a). Connections with clinical features, including age, gender, tumor grades, clinical stages, and AJCC-TNM stages, were also analyzed. Notably, significant differences were observed in the expressions of MRPS7 between patients of a different gender. In addition, patients in grades 2/3 were more active in the expression of MRPS7 than those in grade 1. Significant differences also existed between patients in stage I and higher stages. As for TNM stages, patients in T3 had significantly higher expression in MRPS7 than in T1/2 (Figure 7c–f).




3.9. The Expression of MRPS7 in HNSC Cell Lines


In order to validate the expression of MRPS7 selected from the above analysis, we performed qPCR to measure the expression of MRPS7 in HNSC cell lines. Our result revealed that the expression of MRPS7 was significantly increased in SCC9, HN12, and H400 compared to the human normal squamous epithelial cell line (NOK). The expression of MRPS7 was slightly upregulated in CAL27 and SCC25. However, there was no difference in MRPS7 expression between UM1 and NOK cells (Figure 7g). In conclusion, MRPS7 was upregulated in various HNSC cell lines, and abnormal expression of MRPS7 might be associated with HNSC. It is worth noting that MRPS7 expression varies widely among different HNSC cell lines, suggesting potential heterogeneity between individual HNSC cell lines.





4. Discussion


In living matter, Cu exists in two oxidation states: cuprous (Cu1+) and cupric (Cu2+). Cu2+ is the main form in biological systems, for it is far more soluble than Cu1+, and Cu1+ is readily oxidized to Cu2+ in the presence of oxygen or other electron acceptors. The reversible process of oxidization gives Cu the ability to catalyze biochemical reactions. As a cofactor, copper supports the functions of diverse copper-dependent enzymes, including cytochrome-c oxidase (COX), superoxide dismutase 1 (Cu/Zn-SOD), ceruloplasmin (CP), and angiogenin [36]. Concentrating on the cellular level, copper plays a crucial role in the physiologic activities of mammals, such as redox chemistry, mitochondrial respiration, iron absorption, free radical scavenging, and elastin cross-linking [37].



Similar to other trace elements, copper homeostasis is tightly controlled by the regulation of copper uptake, transport, and excretion in the cell and within individual intracellular compartments. After crossing the plasma membrane via membrane surface receptors, either hCtr1 or DMT1, the intracellular transportation and distribution of copper are related to Cu chaperone proteins which deliver Cu to specific intracellular sites and target enzymes, preventing the presence of free Cu ions [38]. Though cellular compartmentalization exists, there is efficient communication between the organelles to maintain homeostasis. According to a previous study, COX19 was a communicating molecule to deliver the change in mitochondrial copper homeostasis to the Golgi-based copper transporter ATP7A [39]. The evidence from this study reveals the communication of the copper homeostasis in mitochondria and the copper secretory/export pathway, but the specific mechanism underlying this communication remains unclear. Moreover, thermodynamic mechanisms were reported concerning the distribution of cellular copper. Copper is transferred among related enzymes by exploiting gradients of increasing copper-binding affinity, and those with the highest affinity may participate in the arrangement of cellular copper [40].



Disruptions in the homeostasis of Cu can cause cell dysfunctions contributing to a wide range of diseases. Mechanistically, one of the copper-related toxicities, ROS-induced oxidative damage, has been thoroughly studied. It is thought to overwhelm body antioxidant systems and induce DNA damage, lipid peroxidation, protein modification, etc. Other possible mechanisms, such as the alteration of lipid metabolism, hepatic gene expression, activation of acidic sphingomyelinase (Asm), and release of ceramide and protein-metal interactions, have been summarized once [41]. Of note, existing research recognizes the critical role played by Cu in the development and progression of cancers. The pathways by which copper influences cancer development and progression have been outlined in previous papers, and conclusively, cancer proliferation, angiogenesis, and metastasis are key points during the interaction [42,43,44,45]. In addition, the serum copper and intracellular copper level of malignant tissues is elevated compared to healthy subjects, showing some connection with the onset and recurrence of cancers [46,47]. Another vital aspect of Cu is its role in anti-cancer treatment. Chelation, ionophore, and some other therapies are based on the focal target of copper [48]. As early as 1975, Schwartz had reviewed the role of trace elements, including copper, and underlined their potential roles as carcinogens and as diagnostic/prognostic markers [49]. Recent evidence suggests that the variation in copper metabolism makes copper-related proteins of use as cancer biomarkers [50]. A recent study elucidated how excess copper induces cell death on the molecular level. The results showed that copper-dependent death occurs through direct binding of copper to lipoylated components of the tricarboxylic acid (TCA) cycle, leading to lipoylated protein aggregation, subsequent iron-sulfur cluster protein loss, and ultimately cell death following proteotoxic stress [11]. The distinct type of cell death is termed “cuproptosis”, which has quickly become a research hotspot and provides extra inspiration for drug development as well as clinical indicator improvement. Research and studies in depth are necessary.



The heterogeneity of HNSC makes it critical to develop accurate prognostic indicators. The molecular prognostic markers are receiving more and more attention, and could be used as effective supplements to traditional clinicopathological parameters. To overcome tumor heterogeneity, multiple molecular markers are needed to better reflect the HNSC prognosis. So far, this is the first study to investigate the relationship between cuproptosis-related genes and HNSC. We have thoroughly examined the expression of 347 potential cuproptosis-related genes in HNSC samples and found that 39 of those genes are associated with the prognosis of HNSC patients. Then, a new prognostic risk score model integrating 24 cuproptosis-related genes was initially constructed. Our prognostic risk score model can be used to evaluate the roles of cuproptosis-related genes in the prognosis of HNSC patients comprehensively and identify potential cuproptosis-related therapeutic targets. Significant differences in survival of HNSC patients between low- and high-risk score groups were observed in both training and test sets. What is more, both univariate and multivariate Cox regression analysis revealed that the prognostic risk score model was an independent prognostic indicator. Furthermore, the potential application of this prognostic risk score model was assessed by a risk-assessment nomogram.



To provide deeper insight into the role played by the prognostic risk score model in HNSC, we performed some further analyses. Several lines of evidence suggest that copper and its transporter could affect the outcome of chemotherapy [51,52,53]. So, we predicted the sensitivity towards chemotherapeutics in both high- and low-risk groups. We found that patients in the high-risk group were more sensitive to bleomycin, doxorubicin, and gemcitabine, which might help in choosing appropriate drugs for chemotherapy. Additionally, previous studies have revealed the critical role of copper in immunity [54]. More importantly, it has previously been observed that intratumoral copper could regulate the expression of PD-L1 and influence tumor immune evasion, further affecting the efficacy of immunotherapy [55]. Therefore, we compared the immune microenvironment between the high- and low-risk groups and predicted their response to immunotherapy. Our results revealed that there were some differences in immune function and infiltration between low- and high-risk groups. An immunosuppressive tumor microenvironment was observed in patients in the low-risk group, indicating that patients in the low-risk group could have better efficacy of immunotherapy. However, interestingly, we found that patients in the low-risk group were less likely to benefit from anti-PD1/CTALA4 therapy using the TIDE website. A possible explanation for this might be that the tumor immune microenvironment is a complex admixture of various cellular components, including immune cells, cancer cells, and stroma. It is difficult to quantify the immune microenvironment precisely. More importantly, we demonstrated apparent differences in metabolic pathways between the two groups. The most notable was that patients in the high-risk group were more active in oxidative phosphorylation and TCA cycle pathways, both of which take place in the mitochondria. Given the critical role of mitochondria in the process of cuproptosis, this result is instructive. Because of the differences existing between the two groups, we further explored the different genes in the two groups. MRPS7 was identified to be the most essential gene. High expression of MRPS7 was associated with poor prognosis in HNSC patients. As one of the mitochondrial ribosomal genes, MRPS7 mutation was identified as a novel cause of mitochondrial respiratory chain (RC) dysfunction [56]. It has been demonstrated that cuproptosis occurs by direct binding of copper to lipoylated components of the TCA cycle [11]. The TCA cycle and the mitochondrial respiratory chain are closely related as part of the respiratory pathway complex. It is possible, therefore, that MRPS7 is involved in the copper-dependent cell death process. However, these results should be further explored.



Although this study provides unique data for constructing a novel cuproptosis-related gene signature for predicting OS in patients with HNSC, it has several limitations. First, the prognostic model’s construction and validation were based on retrospective data from public databases. Imperfections in information are partly responsible for unsatisfactory results. More comprehensive real-world data are needed to validate its clinical utility. Since many essential prognostic genes for HNSC might have been excluded, the intrinsic weakness of merely considering a single hallmark to construct a prognostic model was unavoidable. In addition, cuproptosis-related genes used in this study were identified through the genome-wide CRISPR-Cas9 loss-of-function test reported in the previous literature. The exact roles of these genes in the process of cuproptosis remain unclear and need further investigation.




5. Conclusions


In summary, this cuproptosis-related risk score model presented here is proven to be helpful in predicting prognosis and chemotherapeutic effectiveness, indicating that it can effectively guide clinical practice and allow for more personalized treatment strategies. Moreover, it not only may expand the range of potential therapeutic targets for the treatment of HNSC but can also offer great potential to uncover novel mechanisms of cuproptosis in HNSC.








Supplementary Materials


The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/cancers14163986/s1, Table S1: Cuproptosis-related genes; Table S2: Risk scores of all samples; Table S3: The gene sets of immune-related characteristics in TME. Figure S1: (a–c) Comparison of estimated IC50 value of bleomycin (a), doxorubicin (b), and gemcitabine (c) between low- and high-risk score groups in the GEO cohort. (d–f) The correlation between risk scores and estimated IC50 value of bleomycin (d), doxorubicin (e), and gemcitabine (f) in the GEO cohort. (g) The distribution of the risk score between the two groups in the TCGA cohort. (h) The distribution of the risk score between the two groups in the GEO cohort. (i) OS was compared between low-, medium-, and high-risk score groups in the TCGA cohort. (j) OS was compared between low-, medium-, and high-risk score groups in the GEO cohort.





Author Contributions


Conceptualization, S.T. and Y.S.; software, S.T.; resources, S.T. and Z.W.; data curation, S.T.; writing—original draft preparation, L.Z.; writing—review and editing, Y.S., L.-Y.C., and D.P.; visualization, X.-B.W. and Y.L.; supervision, Y.Z. and Y.S.; funding acquisition, Y.Z. and Y.S. All authors have read and agreed to the published version of the manuscript.




Funding


This work was supported by grants from the National Natural Science Foundation of China (No. 81730030, 81771086, and 81902784), the CAMS Innovation Fund for Medical Sciences (CIFMS, 2019-I2M-5-004), Fund of Sichuan Provincial Department of Science and Technology (2022YFS0039 and 2022YFSY0058), and China Postdoctoral Science Foundation (2019M650247). The funding agencies had no role in the study design; collection, analysis, or interpretation of data; writing of the report; or the decision to submit the article for publication.




Data Availability Statement


The data presented in this study are openly available in the TCGA database (https://www.cancer.gov/about-nci/organization/ccg/research/structural-genomics/tcga, (accessed on 30 March 2022)) and GEO database (https://www.ncbi.nlm.nih.gov/geo/, (accessed on 31 March 2022)).




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Sung, H.; Ferlay, J.; Siegel, R.L.; Laversanne, M.; Soerjomataram, I.; Jemal, A.; Bray, F. Global Cancer Statistics 2020: GLOBOCAN Estimates of Incidence and Mortality Worldwide for 36 Cancers in 185 Countries. CA Cancer J. Clin. 2021, 71, 209–249. [Google Scholar] [CrossRef] [PubMed]

	



Chow, L.Q.M. Head and Neck Cancer. N. Engl. J. Med. 2020, 382, 60–72. [Google Scholar] [CrossRef] [PubMed]

	



Qiang, W.; Dai, Y.; Xing, X.; Sun, X. Identification and validation of a prognostic signature and combination drug therapy for immunotherapy of head and neck squamous cell carcinoma. Comput. Struct. Biotechnol. J. 2021, 19, 1263–1276. [Google Scholar] [CrossRef] [PubMed]

	



Jiang, Y.; Li, Y.; Ge, H.; Wu, Y.; Zhang, Y.; Guo, S.; Zhang, P.; Cheng, J.; Wang, Y. Identification of an autophagy-related prognostic signature in head and neck squamous cell carcinoma. J. Oral Pathol. Med. 2021, 50, 1040–1049. [Google Scholar] [CrossRef]

	



Ghafouri-Fard, S.; Gholipour, M.; Taheri, M.; Shirvani Farsani, Z. MicroRNA profile in the squamous cell carcinoma: Prognostic and diagnostic roles. Heliyon 2020, 6, e05436. [Google Scholar] [CrossRef]

	



Wang, X.; Zhou, G. The Potential of Oxidative Stress Related Genes as Prognostic Biomarkers in Head and Neck Squamous Cell Carcinoma. Comb. Chem. High Throughput Screen. 2021. [Google Scholar] [CrossRef]

	



Tsang, T.; Davis, C.I.; Brady, D.C. Copper biology. Curr. Biol. 2021, 31, R421–R427. [Google Scholar] [CrossRef]

	



McAuslan, B.R.; Reilly, W. Endothelial cell phagokinesis in response to specific metal ions. Exp. Cell Res. 1980, 130, 147–157. [Google Scholar] [CrossRef]

	



Sen, C.K.; Khanna, S.; Venojarvi, M.; Trikha, P.; Ellison, E.C.; Hunt, T.K.; Roy, S. Copper-induced vascular endothelial growth factor expression and wound healing. Am. J. Physiol. Heart Circ. Physiol. 2002, 282, H1821-7. [Google Scholar] [CrossRef]

	



Jiang, Y.; Huo, Z.; Qi, X.; Zuo, T.; Wu, Z. Copper-induced tumor cell death mechanisms and antitumor theragnostic applications of copper complexes. Nanomedicine 2022, 17, 303–324. [Google Scholar] [CrossRef]

	



Tsvetkov, P.; Coy, S.; Petrova, B.; Dreishpoon, M.; Verma, A.; Abdusamad, M.; Rossen, J.; Joesch-Cohen, L.; Humeidi, R.; Spangler, R.D.; et al. Copper induces cell death by targeting lipoylated TCA cycle proteins. Science 2022, 375, 1254–1261. [Google Scholar] [CrossRef]

	



Shanbhag, V.C.; Gudekar, N.; Jasmer, K.; Papageorgiou, C.; Singh, K.; Petris, M.J. Copper metabolism as a unique vulnerability in cancer. Biochim. Biophys. Acta Mol. Cell Res. 2021, 1868, 118893. [Google Scholar] [CrossRef]

	



Oliveri, V. Selective Targeting of Cancer Cells by Copper Ionophores: An Overview. Front. Mol. Biosci. 2022, 9, 841814. [Google Scholar] [CrossRef]

	



Vyas, A.; Duvvuri, U.; Kiselyov, K. Copper-dependent ATP7B up-regulation drives the resistance of TMEM16A-overexpressing head-and-neck cancer models to platinum toxicity. Biochem. J. 2019, 476, 3705–3719. [Google Scholar] [CrossRef]

	



Ressnerova, A.; Raudenska, M.; Holubova, M.; Svobodova, M.; Polanska, H.; Babula, P.; Masarik, M.; Gumulec, J. Zinc and Copper Homeostasis in Head and Neck Cancer: Review and Meta-Analysis. Curr. Med. Chem. 2016, 23, 1304–1330. [Google Scholar] [CrossRef]

	



Chen, F.; Wang, J.; Chen, J.; Yan, L.; Hu, Z.; Wu, J.; Bao, X.; Lin, L.; Wang, R.; Cai, L.; et al. Serum copper and zinc levels and the risk of oral cancer: A new insight based on large-scale case-control study. Oral Dis. 2019, 25, 80–86. [Google Scholar] [CrossRef]

	



Grassi, I.; Nanni, C.; Cicoria, G.; Blasi, C.; Bunkheila, F.; Lopci, E.; Colletti, P.M.; Rubello, D.; Fanti, S. Usefulness of 64Cu-ATSM in head and neck cancer: A preliminary prospective study. Clin. Nucl. Med. 2014, 39, e59–e63. [Google Scholar] [CrossRef]

	



Charoentong, P.; Finotello, F.; Angelova, M.; Mayer, C.; Efremova, M.; Rieder, D.; Hackl, H.; Trajanoski, Z. Pan-cancer Immunogenomic Analyses Reveal Genotype-Immunophenotype Relationships and Predictors of Response to Checkpoint Blockade. Cell Rep. 2017, 18, 248–262. [Google Scholar] [CrossRef]

	



Ru, B.; Wong, C.N.; Tong, Y.; Zhong, J.Y.; Zhong, S.S.W.; Wu, W.C.; Chu, K.C.; Wong, C.Y.; Lau, C.Y.; Chen, I.; et al. TISIDB: An integrated repository portal for tumor-immune system interactions. Bioinformatics 2019, 35, 4200–4202. [Google Scholar] [CrossRef]

	



Geeleher, P.; Cox, N.; Huang, R.S. pRRophetic: An R package for prediction of clinical chemotherapeutic response from tumor gene expression levels. PLoS ONE 2014, 9, e107468. [Google Scholar] [CrossRef]

	



Prime, S.S.; Nixon, S.V.; Crane, I.J.; Stone, A.; Matthews, J.B.; Maitland, N.J.; Remnant, L.; Powell, S.K.; Game, S.M.; Scully, C. The behaviour of human oral squamous cell carcinoma in cell culture. J. Pathol. 1990, 160, 259–269. [Google Scholar] [CrossRef] [PubMed]

	



Gothelf, A.; Mir, L.M.; Gehl, J. Electrochemotherapy: Results of cancer treatment using enhanced delivery of bleomycin by electroporation. Cancer Treat. Rev. 2003, 29, 371–387. [Google Scholar] [CrossRef]

	



Zakelj, M.N.; Prevc, A.; Kranjc, S.; Cemazar, M.; Todorovic, V.; Savarin, M.; Scancar, J.; Kosjek, T.; Groselj, B.; Strojan, P.; et al. Electrochemotherapy of radioresistant head and neck squamous cell carcinoma cells and tumor xenografts. Oncol. Rep. 2019, 41, 1658–1668. [Google Scholar] [CrossRef] [PubMed]

	



Enokida, T.; Tahara, M. Electrochemotherapy in the Treatment of Head and Neck Cancer: Current Conditions and Future Directions. Cancers 2021, 13, 1418. [Google Scholar] [CrossRef]

	



Wang, H.-H.; Fu, Z.-G.; Li, W.; Li, Y.-X.; Zhao, L.-S.; Wen, L.; Zhang, J.-J.; Wen, N. The synthesis and application of nano doxorubicin- indocyanine green matrix metalloproteinase-responsive hydrogel in chemophototherapy for head and neck squamous cell carcinoma. Int. J. Nanomed. 2019, 14, 623–638. [Google Scholar] [CrossRef]

	



Soundararajan, A.; Dodd, G.D.; Bao, A.; Phillips, W.T.; McManus, L.M.; Prihoda, T.J.; Goins, B.A. Chemoradionuclide therapy with 186Re-labeled liposomal doxorubicin in combination with radiofrequency ablation for effective treatment of head and neck cancer in a nude rat tumor xenograft model. Radiology 2011, 261, 813–823. [Google Scholar] [CrossRef]

	



Schmoldt, A.; Benthe, H.F.; Haberland, G. Digitoxin metabolism by rat liver microsomes. Biochem. Pharmacol. 1975, 24, 1639–1641. [Google Scholar] [CrossRef]

	



Zhang, Y.; Chen, L.; Hu, G.-Q.; Zhang, N.; Zhu, X.-D.; Yang, K.-Y.; Jin, F.; Shi, M.; Chen, Y.-P.; Hu, W.-H.; et al. Gemcitabine and Cisplatin Induction Chemotherapy in Nasopharyngeal Carcinoma. N. Engl. J. Med. 2019, 381, 1124–1135. [Google Scholar] [CrossRef]

	



Shewach, D.S.; Lawrence, T.S. Antimetabolite radiosensitizers. J. Clin. Oncol. 2007, 25, 4043–4050. [Google Scholar] [CrossRef]

	



Huo, R.-X.; Jin, Y.-Y.; Zhuo, Y.-X.; Ji, X.-T.; Cui, Y.; Wu, X.-J.; Wang, Y.-J.; Zhang, L.; Zhang, W.-H.; Cai, Y.-M.; et al. Concurrent chemoradiotherapy using gemcitabine and nedaplatin in recurrent or locally advanced head and neck squamous cell carcinoma. World J. Clin. Cases 2022, 10, 3414–3425. [Google Scholar] [CrossRef]

	



Aguilar-Ponce, J.; Granados-García, M.; Villavicencio, V.; Poitevin-Chacón, A.; Green, D.; Dueñas-González, A.; Herrera-Gómez, A.; Luna-Ortiz, K.; Alvarado, A.; Martínez-Said, H.; et al. Phase II trial of gemcitabine concurrent with radiation for locally advanced squamous cell carcinoma of the head and neck. Ann. Oncol. 2004, 15, 301–306. [Google Scholar] [CrossRef]

	



Hsieh, C.-Y.; Lien, M.-Y.; Lin, C.-Y.; Lo, W.-J.; Hua, C.-H.; Chang, W.-C.; Chiu, C.-F.; Lin, C.-C. Rituximab in combination with gemcitabine plus cisplatin in patients with recurrent and metastatic head and neck squamous cell carcinoma: A phase I trial. BMC Cancer 2022, 22, 169. [Google Scholar] [CrossRef]

	



Benasso, M.; Corvò, R.; Ponzanelli, A.; Sanguineti, G.; Ricci, I.; Pallestrini, E.; Santelli, A.; Vitale, V.; Rosso, R. Alternating gemcitabine and cisplatin with gemcitabine and radiation in stage IV squamous cell carcinoma of the head and neck. Ann. Oncol. 2004, 15, 646–652. [Google Scholar] [CrossRef]

	



Leroy, B.; Fournier, J.L.; Ishioka, C.; Monti, P.; Inga, A.; Fronza, G.; Soussi, T. The TP53 website: An integrative resource centre for the TP53 mutation database and TP53 mutant analysis. Nucleic Acids Res. 2013, 41, D962-9. [Google Scholar] [CrossRef]

	



Del Giudice, L.; Alifano, P.; Calcagnile, M.; Di Schiavi, E.; Bertapelle, C.; Aletta, M.; Pontieri, P. Mitochondrial ribosomal protein genes connected with Alzheimer’s and tellurite toxicity. Mitochondrion 2022, 64, 45–58. [Google Scholar] [CrossRef]

	



Tapiero, H.; Townsend, D.M.; Tew, K.D. Trace elements in human physiology and pathology. Copper. Biomed. Pharmacother. 2003, 57, 386–398. [Google Scholar] [CrossRef]

	



Kim, B.-E.; Nevitt, T.; Thiele, D.J. Mechanisms for copper acquisition, distribution and regulation. Nat. Chem. Biol. 2008, 4, 176–185. [Google Scholar] [CrossRef]

	



Rae, T.D.; Schmidt, P.J.; Pufahl, R.A.; Culotta, V.C.; O’Halloran, T.V. Undetectable intracellular free copper: The requirement of a copper chaperone for superoxide dismutase. Science 1999, 284, 805–808. [Google Scholar] [CrossRef]

	



Leary, S.C.; Cobine, P.A.; Nishimura, T.; Verdijk, R.M.; de Krijger, R.; de Coo, R.; Tarnopolsky, M.A.; Winge, D.R.; Shoubridge, E.A. COX19 mediates the transduction of a mitochondrial redox signal from SCO1 that regulates ATP7A-mediated cellular copper efflux. Mol. Biol. Cell 2013, 24, 683–691. [Google Scholar] [CrossRef]

	



Banci, L.; Bertini, I.; Ciofi-Baffoni, S.; Kozyreva, T.; Zovo, K.; Palumaa, P. Affinity gradients drive copper to cellular destinations. Nature 2010, 465, 645–648. [Google Scholar] [CrossRef]

	



Gaetke, L.M.; Chow-Johnson, H.S.; Chow, C.K. Copper: Toxicological relevance and mechanisms. Arch. Toxicol. 2014, 88, 1929–1938. [Google Scholar] [CrossRef]

	



Barber, R.G.; Grenier, Z.A.; Burkhead, J.L. Copper Toxicity Is Not Just Oxidative Damage: Zinc Systems and Insight from Wilson Disease. Biomedicines 2021, 9, 316. [Google Scholar] [CrossRef]

	



Doguer, C.; Ha, J.-H.; Collins, J.F. Intersection of Iron and Copper Metabolism in the Mammalian Intestine and Liver. Compr. Physiol. 2018, 8, 1433–1461. [Google Scholar] [CrossRef]

	



Urso, E.; Maffia, M. Behind the Link between Copper and Angiogenesis: Established Mechanisms and an Overview on the Role of Vascular Copper Transport Systems. J. Vasc. Res. 2015, 52, 172–196. [Google Scholar] [CrossRef]

	



Bharathi Devi, S.R.; Dhivya, M.A.; Sulochana, K.N. Copper transporters and chaperones: Their function on angiogenesis and cellular signalling. J. Biosci. 2016, 41, 487–496. [Google Scholar] [CrossRef]

	



Li, Y. Copper homeostasis: Emerging target for cancer treatment. IUBMB Life 2020, 72, 1900–1908. [Google Scholar] [CrossRef]

	



Denoyer, D.; Masaldan, S.; La Fontaine, S.; Cater, M.A. Targeting copper in cancer therapy: ‘Copper That Cancer’. Metallomics 2015, 7, 1459–1476. [Google Scholar] [CrossRef]

	



Babak, M.V.; Ahn, D. Modulation of Intracellular Copper Levels as the Mechanism of Action of Anticancer Copper Complexes: Clinical Relevance. Biomedicines 2021, 9, 852. [Google Scholar] [CrossRef] [PubMed]

	



Schwartz, M.K. Role of trace elements in cancer. Cancer Res. 1975, 35, 3481–3487. [Google Scholar] [PubMed]

	



Lelièvre, P.; Sancey, L.; Coll, J.-L.; Deniaud, A.; Busser, B. The Multifaceted Roles of Copper in Cancer: A Trace Metal Element with Dysregulated Metabolism, but Also a Target or a Bullet for Therapy. Cancers 2020, 12, 3594. [Google Scholar] [CrossRef] [PubMed]

	



Kadu, P.; Sawant, B.; Kale, P.P.; Prabhavalkar, K. Copper-lowering agents as an adjuvant in chemotherapy. Indian J. Pharmacol. 2021, 53, 221–225. [Google Scholar] [CrossRef]

	



Öhrvik, H.; Thiele, D.J. The role of Ctr1 and Ctr2 in mammalian copper homeostasis and platinum-based chemotherapy. J. Trace Elem. Med. Biol. 2015, 31, 178–182. [Google Scholar] [CrossRef]

	



Inkol, J.M.; Poon, A.C.; Mutsaers, A.J. Inhibition of copper chaperones sensitizes human and canine osteosarcoma cells to carboplatin chemotherapy. Vet. Comp. Oncol. 2020, 18, 559–569. [Google Scholar] [CrossRef]

	



Percival, S.S. Copper and immunity. Am. J. Clin. Nutr. 1998, 67, 1064S–1068S. [Google Scholar] [CrossRef]

	



Voli, F.; Valli, E.; Lerra, L.; Kimpton, K.; Saletta, F.; Giorgi, F.M.; Mercatelli, D.; Rouaen, J.R.C.; Shen, S.; Murray, J.E.; et al. Intratumoral Copper Modulates PD-L1 Expression and Influences Tumor Immune Evasion. Cancer Res. 2020, 80, 4129–4144. [Google Scholar] [CrossRef]

	



Menezes, M.J.; Guo, Y.; Zhang, J.; Riley, L.G.; Cooper, S.T.; Thorburn, D.R.; Li, J.; Dong, D.; Li, Z.; Glessner, J.; et al. Mutation in mitochondrial ribosomal protein S7 (MRPS7) causes congenital sensorineural deafness, progressive hepatic and renal failure and lactic acidemia. Hum. Mol. Genet. 2015, 24, 2297–2307. [Google Scholar] [CrossRef]








[image: Cancers 14 03986 g001 550] 





Figure 1. Identification of the prognostic cuproptosis-related genes in the TCGA cohort. (a) Identification of cuproptosis-related DEGs that were associated with OS by Venn diagram. (b) Heatmap of expression profiles of 39 prognosis-related genes. (c) The forest plot shows the results of the univariate Cox regression analysis. (d) The correlation network of candidate genes. (e) The mutation frequency of candidate genes in 506 HNSC samples from the TCGA cohort. (f) Co-occurrence and exclusion of mutation analyses for candidate genes. 
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Figure 2. Prognostic risk score model established in the TCGA cohort. (a) Identification of genes used to build the prognostic risk score model. (b) LASSO coefficients of the 24 cuproptosis-related genes. (c) PCA based on all cuproptosis-related genes in HNSC. (d) PCA based on the genes involved in the prognostic risk score model in HNSC. (e) ROC curves for risk score and clinical features. (f,g) OS was compared between low- and high-risk score groups in the TCGA cohort (f) and GEO cohort (g), respectively. (h) Time-dependent ROC curves at separately one year, three years, and five years. (i,j) The forest plots show the results of univariate (i) and multivariate (j) Cox regression analysis in the TCGA cohort. 
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Figure 3. Development of a nomogram for OS prediction. (a) The relationship between risk score and clinicopathological variables, including age, gender, grade, stage, and TNM stage. (b) The nomogram for predicting survival in HNSC. (c) The calibration plots of the nomogram. (d) ROC curves for risk score, nomogram, and clinical pathological characteristics. (e,f) Univariate and multivariate Cox regression analysis for the nomogram and clinicopathological variables. 
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Figure 4. Immune-related characteristics in the low- and high-risk score groups. (a–c) Differences in immune cell infiltration (a), immune checkpoints (b), and immune functions (c) between low- and high-risk score groups. (d) Comparison of TIDE scores between low- and high-risk score groups. (***, p < 0.001; **, p = 0.001–0.01; *, p = 0.01–0.05.) 
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Figure 5. The role of prognostic risk score model in chemotherapy. (a–c) Comparison of estimated IC50 value of bleomycin (a), doxorubicin (b), and gemcitabine (c) between low- and high-risk score groups. (d–f) The correlation between risk scores and estimated IC50 value of bleomycin (d), doxorubicin (e), and gemcitabine (f). (g) The heatmap shows the result of GSVA enrichment analysis between low- and high-risk score groups. (h) Comparison of risk score between TP53 wild and TP53 mutation patients. 
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Figure 6. Enrichment analysis in the low- and high-risk score groups and PPI network. (a,b) GO and KEGG enrichment bubble charts. (c,d) String diagrams of GO and KEGG enrichment. (e) PPI network of cuproptosis-related DEGs. (f) Top 10 hub genes identified by cytoHubba. 
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Figure 7. Further analysis focuses on MRPS7. (a) The difference in immune cell infiltration between low- and high-expression MRPS7 groups. (b) The comparison of OS between low- and high-expression MRPS7 groups. (c–f) The relationship between MRPS7 expression and clinicopathological variables, including gender (c), T stage (d), stage (e), and grade (f). (g) The expression of MRPS7 in NOK and HNSC cell lines. (****, p < 0.0001, ***, p < 0.001; **, p = 0.001–0.01; *, p = 0.01–0.05.) 
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