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Table S1: Confusion matrices when applying KNN to identify the samples of patients in early stage cancer
and healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins (right
panel). The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1)
were used to train the model. Note that in this experiment the cohort of early stage cancer samples and

healthy samples in data set 1 was divided into 60% for training and 40% for testing. This experiment is
corresponding to experiment ID 1 in Table 3.

Actual label

Actual label
Disease Health Bealer e Disease Health Eecyalire
Y 0.18 Y 0.18
2 | Disease 5 0 LI 2 | Disease 6 0 LI
5 1 5 1
3 NPV S| NPV
[} [}
b Healthy 2 32 0.94 i Healthy 1 32 0.97
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.71 1 0.95 0.86 1 0.97

Using CA-125 alone Using four proteins

Table S2: Confusion matrices when applying logistic regression to identify the samples of patients in early
stage and healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs
H1) were used to train the model. Note that in this experiment the cohort of early stage cancer samples

and healthy samples in data set 1 was divided into 60% for training and 40% for testing. This experiment
is corresponding to experiment ID 1 in Table 3.

Actual label

Actual label
Disease Health LEevelEneEs Disease Health LEevelEnes
Y 0.18 Y 0.18
2 | Disease 6 0 LI 2 | Disease 4 0 LI
5 1 5 1
bS] NPV S| NPV
[} [}
i Healthy 1 32 0.97 i Healthy 3 32 0.91
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.86 1 0.97 0.57 1 0.92
Using CA-125 alone Using four proteins
Table S3:

Confusion matrices when applying random forest to identify the samples of patients in early
stage and healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs
H1) were used to train the model. Note that in this experiment the cohort of early stage cancer samples

and healthy samples in data set 1 was divided into 60% for training and 40% for testing. This experiment
is corresponding to experiment ID 1 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health Eevellenes Disease Health Eevellenes
Y 0.18 Y 0.18
PPV PPV
o ; o ;
% Disease 5 7 0.42 % Disease 7 0 1
T | Healthy 2 25 Bt T | Healthy 0 32 A1
& 0.93 & 1
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.71 0.78 0.77 1 1 1

Using four proteins



Table S4: Confusion matrices when applying SVM to identify the samples of patients in early stage and
healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1) were used to
train the model. Note that in this experiment the cohort of early stage cancer samples and healthy samples

in data set 1 was divided into 60% for training and 40% for testing. This experiment is corresponding to
experiment ID 1 in Table 3.

Actual label

Actual label

Using CA-125 alone

. Prevalence . Prevalence
Disease Healthy 0.18 Disease Healthy 0.18
2 | Disease 5 0 LI 2 | Disease 5 0 I
= 1 < 1
S| NPV S| NPV
(5] (5]
b Healthy 2 32 0.94 i Healthy 2 32 0.94
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.71 1 0.95 0.71 1 0.95

Using four proteins

Table S5: Confusion matrices when applying KNN to identify the samples of patients in early stage and
healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).

The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1) were used to
train the model. This experiment is corresponding to experiment ID 2 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health LEevelEneEs Disease Health LExeveleneEs
Y 0.09 Y 0.09
::E Disease 11 23 22\2/ ::E Disease 13 2 P;F;;
bS] NPV S| NPV
[} [}
i Healthy 8 176 0.96 i Healthy 6 196 0.97
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.58 0.88 0.86 0.68 0.99 0.97

Using four proteins

Table S6: Confusion matrices when applying logistic regression to identify the samples of patients in early
stage and healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1)
were used to train the model. This experiment is corresponding to experiment ID 2 in Table 3.

Actual label

Actual label

Using CA-125 alone

. Prevalence . Prevalence
Disease Healthy 0.09 Disease Healthy 0.09
PPV PPV
] : ] :
% Disease 12 26 0.32 % Disease 11 1 0.92
S| NPV S| NPV
E Healthy 7 173 0.96 E Healthy 8 198 0.96
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.63 0.87 0.85 0.58 0.99 0.96

Using four proteins



Table S7: Confusion matrices when applying random forest to identify the samples of patients in early stage

and healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins (right
panel). The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1) were
used to train the model. This experiment is corresponding to experiment ID 2 in Table 3.

Predicted

Actual label

Actual label
Disease Health IEevellanes Disease Health Eevelianes
Y 0.09 Y 0.09
. PPV - . PPV
Disease 11 35 0.24 % Disease 14 6 0.7
NPV 3 NPV
(&)
Healthy 8 164 0.95 i Healthy 5 193 0.97
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.58 0.82 0.80 0.74 0.97 0.95

Using CA-125 alone

Using four proteins

Table S8: Confusion matrices when applying SVM to identify the samples of patients in early stage and
healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1) were used to
train the model. This experiment is corresponding to experiment ID 2 in Table 3.

Actual label

Actual label

Using CA-125 alone

Disease Healthy Pre(\)zaggnce Disease Healthy Pre(\)zzz)lgnce
PPV PPV
o] : ko) .
E Disease 9 12 0.43 E Disease 14 9 0.61
T | Healthy 10 187 1:)11;;1 T | Healthy 5 190 1812\7/
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.47 0.94 0.90 0.74 0.95 0.94

Using four proteins

Table S9: Confusion matrices when applying KNN to identify the samples of ovarian cancer patients and
healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1) were used to

train the model. This experiment is corresponding to experiment ID 3 in Table 3.

Predicted

Actual label

Using CA-125 alone

Actual label
Disease Health IEevelanes Disease Health LB el
Y 0.29 Y 0.29
. PPV - . PPV
Disease 44 6 0.88 % Disease 40 0 1
NPV 3 NPV
Healthy 36 193 0.84 E Healthy 40 199 0.83
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.55 0.97 0.85 0.5 1 0.86

Using four proteins



Table S10: Confusion matrices when applying logistic regression to identify the samples of ovarian cancer
patients and healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1)
were used to train the model. This experiment is corresponding to experiment ID 3 in Table 3.

Actual label

Actual label
Disease Health Ll Ees Disease Health Ll Emes
Y 0.29 Y 0.29
::i Disease 45 6 (P;l;\Sf :E Disease 34 1 Pgl;\;
S| NPV S| NPV
[} (&)
i Healthy 35 193 0.85 i Healthy 46 198 0.81
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.58 0.97 0.85 0.42 1 0.83
Using CA-125 alone Using four proteins
Table S11:

Confusion matrices when applying random forest to identify the samples of ovarian cancer
patients and healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1)
were used to train the model. This experiment is corresponding to experiment ID 3 in Table 3.

Actual label

Using CA-125 alone

Actual label
. Prevalence . Prevalence
Disease Healthy 0.29 Disease Healthy 0.29
PPV PPV
o] : ko) .

E Disease 47 15 0.76 E Disease 50 3 0.94
T | Healthy 33 184 131;;] T | Healthy 30 196 13?7/

O_‘ . Q_‘ .

Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy

0.59 0.92 0.83 0.63 0.98 0.88

Using four proteins

Table S12: Confusion matrices when applying SVM to identify the samples of ovarian cancer patients and
healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).

The samples from patients in early stage cancer and healthy patients in data set 1 (E1 vs H1) were used to
train the model. This experiment is corresponding to experiment ID 3 in Table 3.

Actual label

Actual label

Using CA-125 alone

Disease Healthy Pre(\)fa;lgnce Disease Healthy Pre(\)fa2lgnce
:q‘é Disease 39 2 1;1;;/ 2 | Disease 53 5 POF;l/
3] . k3t .
T | Healthy 41 197 lgz;] T | Healthy 27 194 132;]
A . ol .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.49 0.99 0.85 0.66 0.97 0.89

Using four proteins




Table S13: Confusion matrices when applying KNN to identify the samples of patients in late stage and
healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1) were used to
train the model. Note that in this experiment the cohort of late stage cancer samples and healthy samples

in data set 1 was divided into 60% for training and 40% for testing. This experiment is corresponding to
experiment ID 4 in Table 3.

Actual label

Actual label
Di Health Prevalence Di Health Prevalence

isease ealthy 0.41 isease ealthy 0.41

E | Disease 17 0 LN 8 | Disease 22 0 L

5 1 5 1

T | Healthy 5 32 NPV T | Healthy 0 32 NPV

£ 0.86 £ 1

Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy

0.77 1 0.91 1 1 1

Using CA-125 alone Using four proteins

Table S14: Confusion matrices when applying logistic regression to identify the samples of patients in late
stage and healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1)
were used to train the model. Note that in this experiment the cohort of late stage cancer samples and

healthy samples in data set 1 was divided into 60% for training and 40% for testing. This experiment is
corresponding to experiment ID 4 in Table 3.

Actual label Actual label

. Prevalence . Prevalence
Disease Healthy 0.41 Disease Healthy 0.41
E | Disease 17 1 LELEN € | Disease 22 0 L1
2 0.92 2 1
T | Healthy 5 31 NPV T | Healthy 0 32 NPV
& 0.94 & 1
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.92 0.94 0.89 1 1 1
Using CA-125 alone Using four proteins
Table S15:

Confusion matrices when applying random forest to identify the samples of patients in late
stage and healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1)
were used to train the model. Note that in this experiment the cohort of late stage cancer samples and

healthy samples in data set 1 was divided into 60% for training and 40% for testing. This experiment is
corresponding to experiment ID 4 in Table 3.

Actual label Actual label

Using CA-125 alone

. Prevalence . Prevalence
Disease Healthy 0.41 Disease Healthy 041
| Disease 20 2 LELEN € | Disease 22 0 L1
2 0.91 2 1
T | Healthy 2 30 b T | Healthy 0 32 A1
& 0.94 & 1
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.91 0.94 0.93 1 1 1

Using four proteins



Table S16: Confusion matrices when applying SVM to identify the samples of patients in late stage and
healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1) were used to
train the model. Note that in this experiment the cohort of late stage cancer samples and healthy samples

in data set 1 was divided into 60% for training and 40% for testing. This experiment is corresponding to
experiment ID 4 in Table 3.

Actual label

Using CA-125 alone

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 041 isease ealthy 041
2 | Disease 17 0 LI 2 | Disease 22 0 I
5 1 5 1
T | Healthy 5 32 I T | Healthy 0 32 1A
& 0.86 & 1
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.77 1 0.91 1 1 1

Using four proteins

Table S17: Confusion matrices when applying KNN to identify the samples of patients in late stage and
healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).

The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1) were used to
train the model. This experiment is corresponding to experiment ID 5 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health LEevelEneEs Disease Health LExevelEnes
Y 0.23 Y 0.23
PPV PPV
o ; o ;
% Disease 40 24 0.63 % Disease 42 5 0.89
bS] NPV S| NPV
[} [}
i Healthy 21 175 0.89 i Healthy 19 194 0.91
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.66 0.88 0.83 0.69 0.97 0.91

Using four proteins

Table S18: Confusion matrices when applying logistic regression to identify the samples of patients in late
stage and healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1)
were used to train the model. This experiment is corresponding to experiment ID 5 in Table 3.

Predicted

Actual label

Actual label

Using CA-125 alone

. Prevalence . Prevalence
Disease Healthy 0.23 Disease Healthy 0.93
. PPV - . PPV
Disease 40 24 0.63 % Disease 45 5 0.9
NPV S| NPV
Healthy 21 175 0.89 E Healthy 16 194 0.92
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.66 0.88 0.83 0.74 0.97 0.92

Using four proteins



Table S19: Confusion matrices when applying random forest to identify the samples of patients in late stage
and healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins (right
panel). The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1) were
used to train the model. This experiment is corresponding to experiment ID 5 in Table 3.

Actual label Actual label

. Prevalence . Prevalence

Disease Healthy 0.23 Disease Healthy 0.23
PPV PPV

o] : ko) .

% Disease 40 24 0.63 % Disease 46 10 0.82

S| NPV S| NPV

[} (&)

£ Healthy 21 175 0.89 i Healthy 15 189 0.93

Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.66 0.88 0.83 0.75 0.95 0.9

Using CA-125 alone Using four proteins

Table S20: Confusion matrices when applying SVM to identify the samples of patients in late stage and
healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1) were used to
train the model. This experiment is corresponding to experiment ID 5 in Table 3.

Actual label

Actual label
Disease Health: e Disease Health e
Y 0.23 Y 0.23
PPV PPV
] ; ] ;
% Disease 38 6 0.86 % Disease 45 7 0.87
T | Healthy 23 193 NPV T | Healthy 16 192 NPV
& 0.89 & 0.92
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.62 0.97 0.89 0.74 0.96 0.91
Using CA-125 alone Using four proteins

Table S21: Confusion matrices when applying KNN to identify the samples of ovarian cancer patients and
healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1) were used to
train the model. This experiment is corresponding to experiment ID 6 in Table 3.

Actual label Actual label

Using CA-125 alone

Disease Healthy Pre(\)fa;lgnce Disease Healthy Pre(\)legnce
:q‘é Disease 53 33 1;12\2/ 2 | Disease 56 4 Pong
3] . k3t .
T | Healthy 27 166 lgzg T | Healthy 24 195 132;]
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.66 0.83 0.78 0.7 0.98 0.9

Using four proteins



Table S22: Confusion matrices when applying logistic regression to identify the samples of ovarian cancer
patients and healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1)
were used to train the model. This experiment is corresponding to experiment ID 6 in Table 3.

Actual label

Actual label
Disease Health LEevellanes Disease Health Eevellanes
Y 0.29 Y 0.29
| Disease 52 22 LELEN 8 | Disease 61 7 LELEN
s 0.7 s 0.9
S NPV 3 NPV
[} (&)
i Healthy 28 177 0.86 i Healthy 19 192 0.91
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.65 0.89 0.82 0.76 0.96 0.91
Using CA-125 alone Using four proteins
Table S23:

were used to train the model. This experiment is corresponding to experiment ID 6 in Table 3.

Confusion matrices when applying random forest to identify the samples of ovarian cancer
patients and healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1)

Actual label

Using CA-125 alone

Actual label
. Prevalence . Prevalence
Disease Healthy 0.29 Disease Healthy 0.29
PPV PPV
] ; ] ;
E Disease 52 32 0.62 E Disease 62 11 0.85
T | Healthy 28 167 Igzg T | Healthy 18 188 lgg‘l/
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.65 0.84 0.78 0.78 0.94 0.9

Using four proteins

Table S24: Confusion matrices when applying SVM to identify the samples of ovarian cancer patients and
healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).

The samples from patients in late stage cancer and healthy patients in data set 1 (L1 vs H1) were used to
train the model. This experiment is corresponding to experiment ID 6 in Table 3.

Actual label

Using CA-125 alone

Actual label
. Prevalence . Prevalence
Disease Healthy 0.29 Disease Healthy 0.29
:q‘é Disease 47 8 1;1;;/ 2 | Disease 61 8 POFé\gl
© : k3] :
T | Healthy 33 191 lgz;] T | Healthy 19 191 %IZY
O_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.59 0.96 0.85 0.76 0.96 0.9

Using four proteins



Table S25: Confusion matrices when applying KNN to identify the samples of patients in early stage and
healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).

The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were used to train
the model. This experiment is corresponding to experiment ID 7 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health IEevellanes Disease Health Eevelianes
Y 0.09 Y 0.09
. PPV . PPV
::i Disease 15 135 01 :E Disease 16 46 0.26
S NPV 3 NPV
[} (&)
£ Healthy 4 64 0.94 i Healthy 3 153 0.98
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.79 0.32 0.36 0.84 0.77 0.76

Using four proteins

Table S26: Confusion matrices when applying logistic regression to identify the samples of patients in early
stage and healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were
used to train the model. This experiment is corresponding to experiment ID 7 in Table 3.

Actual label

Actual label

Using CA-125 alone

. Prevalence . Prevalence
Disease Healthy 0.09 Disease Healthy 0.09
PPV PPV
@ . —O .
% Disease 14 105 0.12 % Disease 17 53 0.24
s} NPV S| NPV
® | Healthy 5 94 ® | Healthy 2 146
& 0.95 & 0.99
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.74 0.47 0.5 0.89 0.73 0.75

Using four proteins

Table S27: Confusion matrices when applying random forest to identify the samples of patients in early
stage and healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were
used to train the model. This experiment is corresponding to experiment ID 7 in Table 3.

Actual label

Using CA-125 alone

10

Actual label
. Prevalence . Prevalence
Disease Healthy 0.09 Disease Healthy 0.09
:q‘é Disease 12 89 P;Pl\; 2 | Disease 17 113 PoPlg
© : k3] :
T | Healthy 7 110 IBIP;Z T | Healthy 2 86 13};;/
A . ol .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.63 0.55 0.56 0.89 0.43 0.47

Using four proteins




Table S28: Confusion matrices when applying SVM to identify the samples of patients in early stage and
healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were used to train
the model. This experiment is corresponding to experiment ID 7 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health IEevellanes Disease Health Eevelianes
Y 0.09 Y 0.09
PPV PPV
o ; o ;
% Disease 13 75 015 % Disease 17 108 0.14
S NPV 3 NPV
[} (&)
i Healthy 6 124 0.95 i Healthy 2 91 0.98
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.68 0.62 0.63 0.89 0.46 0.5

Using four proteins

Table S29: Confusion matrices when applying KNN to identify the samples of patients in late stage and
healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were used to train
the model. This experiment is corresponding to experiment ID 8 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health IEevellznes Disease Health IEovelenes
Y 0.23 Y 0.23
PPV PPV
e} : ko) .
E Disease 44 27 0.61 E Disease 42 6 0.88
T | Healthy 17 172 IBIZY T | Healthy 19 193 1812\1/
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.72 0.86 0.83 0.69 0.97 0.9

Using four proteins

Table S30: Confusion matrices when applying logistic regression to identify the samples of patients in late
stage and healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were
used to train the model. This experiment is corresponding to experiment ID 8 in Table 3.

Actual label

Actual label

Using CA-125 alone

11

Disease Healthy Pre(\)fa;lgnce Disease Healthy Pre(\)fa21§nce
:q‘é Disease 41 18 1;12; 2 | Disease 45 12 P0P7§
3] . k3t .
T | Healthy 20 181 I\LP: T | Healthy 16 187 132;]
A . ol .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.67 0.91 0.85 0.74 0.94 0.89

Using four proteins




Table S31: Confusion matrices when applying random forest to identify the samples of patients in late stage
and healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins (right

panel). The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were used
to train the model. This experiment is corresponding to experiment ID 8 in Table 3.

Actual label

Actual label
Disease Health IEevellenes Disease Health IEevellanes
Y 0.23 Y 0.23
PPV PPV
o ; o ;
% Disease 41 29 0.59 % Disease 46 11 0.81
S NPV 3 NPV
[} (&)
i Healthy 20 170 0.89 i Healthy 15 188 0.93
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.67 0.85 0.81 0.75 0.94 0.9
Using CA-125 alone Using four proteins
Table S32:

Confusion matrices when applying SVM to identify the samples of patients in late stage and

healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).

The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were used to train
the model. This experiment is corresponding to experiment ID 8 in Table 3.

Actual label

Using CA-125 alone

Actual label
. Prevalence . Prevalence
Disease Healthy 0.23 Disease Healthy 0.23
PPV PPV
o] : ko) .
E Disease 39 12 0.76 E Disease 45 11 08
T | Healthy 22 187 131;;] T | Healthy 16 188 1812\2/
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.64 0.94 0.87 0.74 0.94 0.89

Using four proteins

Table S33: Confusion matrices when applying KNN to identify the samples of ovarian cancer patients and
healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were used to train
the model. This experiment is corresponding to experiment ID 9 in Table 3.

Actual label

Actual label

Using CA-125 alone

12

Disease Healthy Pre(\)fa;lgnce Disease Healthy Pre(\)fa2lgnce
:q‘é Disease 59 35 1;12))/ 2 | Disease 58 13 POFE;;/
3] . k3t .
T | Healthy 21 164 lgz;] T | Healthy 22 186 132;]
0-1 . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.74 0.82 0.8 0.73 0.93 0.87

Using four proteins



Table S34: Confusion matrices when applying logistic regression to identify the samples of ovarian cancer
patients and healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were
used to train the model. This experiment is corresponding to experiment ID 9 in Table 3.

Actual label

Actual label
Disease Health LEevellanes Disease Health Eevellanes
Y 0.29 Y 0.29
::i Disease 56 27 (P;PG\?[ :E Disease 61 12 EZX
S NPV 3 NPV
[} (&)
£ Healthy 24 172 0.88 i Healthy 19 187 0.91
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.7 0.86 0.82 0.76 0.94 0.89
Using CA-125 alone Using four proteins
Table S35:

Confusion matrices when applying random forest to identify the samples of ovarian cancer
patients and healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were
used to train the model. This experiment is corresponding to experiment ID 9 in Table 3.

Actual label

Using CA-125 alone

Actual label
. Prevalence . Prevalence
Disease Healthy 0.29 Disease Healthy 0.29
PPV PPV
o] : ko) .
E Disease 55 41 0.57 E Disease 62 13 0.83
T | Healthy 25 158 Igzg T | Healthy 18 186 1812\1/
O_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.69 0.79 0.76 0.78 0.93 0.89

Using four proteins

Table S36: Confusion matrices when applying SVM to identify the samples of ovarian cancer patients and
healthy patients in data set 2 (C2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).

The samples from ovarian cancer patients and healthy patients in data set 1 (C1 vs H1) were used to train
the model. This experiment is corresponding to experiment ID 9 in Table 3.

Actual label

Using CA-125 alone

13

Actual label
. Prevalence . Prevalence
Disease Healthy 0.29 Disease Healthy 0.29
:q‘é Disease 51 14 P;)P7\8/ 2 | Disease 62 11 Polz;r)/
© : k3] :
T | Healthy 29 185 lgzg T | Healthy 18 188 %IZY
A . ol .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.64 0.93 0.85 0.76 0.94 0.9

Using four proteins




Table S37: Confusion matrices when applying KNN to identify the samples of patients in early stage and
healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2) were used to
train the model. Note that in this experiment the cohort of early stage cancer samples and healthy samples
in data set 2 was divided into 60% for training and 40% for testing. This experiment is corresponding to
experiment ID 9 in Table 3. This experiment is corresponding to experiment ID 10 in Table 3.

Actual label Actual label

. Prevalence . Prevalence
Disease Healthy 0.08 Disease Healthy 0.08
PPV PPV
] : ] ;
% Disease 1 2 0.33 % Disease 2 1 0.67
S| NPV S| NPV
(] (]
£ Healthy 6 77 0.93 i Healthy 5 78 0.94
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.14 0.97 0.91 0.29 0.99 0.93

Using CA-125 alone Using four proteins

Table S38: Confusion matrices when applying logistic regression to identify the samples of patients in early
stage and healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2)
were used to train the model. Note that in this experiment the cohort of early stage cancer samples and

healthy samples in data set 2 was divided into 60% for training and 40% for testing. This experiment is
corresponding to experiment ID 10 in Table 3.

Actual label Actual label

. Prevalence . Prevalence

Disease Healthy 0.08 Disease Healthy 0.08
PPV PPV

] ; ] ;

% Disease 1 2 0.33 % Disease 4 1 08

S| NPV S| NPV

[} [}

i Healthy 6 77 0.93 i Healthy 3 78 0.96

Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.14 0.97 0.91 0.57 0.99 0.95
Using CA-125 alone Using four proteins
Table S39:

Confusion matrices when applying random forest to identify the samples of patients in early
stage and healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2)
were used to train the model. Note that in this experiment the cohort of early stage cancer samples and

healthy samples in data set 2 was divided into 60% for training and 40% for testing. This experiment is
corresponding to experiment ID 10 in Table 3.

Actual label Actual label

Using CA-125 alone

14

. Prevalence . Prevalence
Disease Healthy 0.08 Disease Healthy 0.08
PPV PPV
] ; ] ;
% Disease 1 5 017 % Disease 3 2 0.6
S| NPV S| NPV
Q;:g Healthy 6 74 0.93 D;:i Healthy 4 7 0.95
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.14 0.94 0.87 0.43 0.97 0.93

Using four proteins



Table S40: Confusion matrices when applying SVM to identify the samples of patients in early stage and
healthy patients in data set 2 (E2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2) were used to
train the model. Note that in this experiment the cohort of early stage cancer samples and healthy samples

in data set 2 was divided into 60% for training and 40% for testing. This experiment is corresponding to
experiment ID 10 in Table 3.

Actual label

Actual label

. Prevalence . Prevalence
Disease Healthy 0.08 Disease Healthy 0.08
::E Disease 1 2 P;)l;;[ ::E Disease 2 1 312\7[
S| NPV eS| NPV
(5] (5]
b Healthy 6 77 0.93 i Healthy 5 78 0.94
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.14 0.97 0.91 0.29 0.99 0.93
Using CA-125 alone Using four proteins
Table S41:

Confusion matrices when applying KNN to identify the samples of patients in early stage and

healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2) were used to
train the model. This experiment is corresponding to experiment ID 11 in Table 3.

Predicted

Actual label

Using CA-125 alone

Actual label
Disease Health LEevelEneEs Disease Health LEevelEnes

Y 0.18 Y 0.18

. PPV - . PPV
Disease 5 1 0.83 % Disease 12 0 1

NPV S| NPV

Healthy 13 79 0.86 E Healthy 6 80 0.93

Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.28 0.99 0.86 0.67 1 0.94

Using four proteins

Table S42: Confusion matrices when applying logistic regression to identify the samples of patients in early
stage and healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2)
were used to train the model. This experiment is corresponding to experiment ID 11 in Table 3.

Predicted

Actual label

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 0.18 isease ealthy 0.18
Disease 4 0 PliV E) Disease 15 0 PI;V
Q

NPV S| NPV

Healthy 14 80 0.85 E Healthy 3 80 0.96

Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.22 1 0.86 0.83 1 0.97

Using CA-125 alone

15

Using four proteins




Table S43:

Confusion matrices when applying random forest to identify the samples of patients in early

stage and healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins

(right panel). The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2)
were used to train the model. This experiment is corresponding to experiment ID 11 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health IEevellenes Disease Health Eevelienes
Y 0.18 Y 0.18
2 | Disease 6 4 1 2 | Disease 16 0 I
2 0.6 < 1
S NPV 3 NPV
[} (&)
£ Healthy 12 76 0.86 i Healthy 2 80 0.98
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.33 0.95 0.84 0.89 1 0.98

Using four proteins

Table S44: Confusion matrices when applying SVM to identify the samples of patients in early stage and
healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).

The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2) were used to
train the model. This experiment is corresponding to experiment ID 11 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health IEevelones Disease Health IEevelznes
Y 0.18 Y 0.18
2 | Disease 4 0 LEIERY 2 | Disease 15 0 LEIEAY
kS L kS L
T | Healthy 14 80 131;;] T | Healthy 3 80 132‘6/
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.22 1 0.86 0.83 1 0.97

Using four proteins

Table S45: Confusion matrices when applying KNN to identify the samples of ovarian cancer patients and
healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2) were used to

train the model. This experiment is corresponding to experiment ID 12 in Table 3.

Actual label

Using CA-125 alone

16

Actual label
Disease Health IEevelones Disease Health IEevelenes
Y 0.48 Y 0.48
2 | Disease 28 1 1;1;\7/ 2 | Disease 24 0 PI:V
3] : ©
3 NPV 3 NPV
© | Healthy 45 79 ® | Healthy 49 80
& 0.64 & 0.62
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.38 0.99 0.7 0.33 1 0.68

Using four proteins



Table S46: Confusion matrices when applying logistic regression to identify the samples of ovarian cancer
patients and healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins

(right panel). The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2)
were used to train the model. This experiment is corresponding to experiment ID 12 in Table 3.

Actual label

Actual label

. Prevalence . Prevalence
Disease Healthy 0.48 Disease Healthy 0.48
2 | Disease 26 0 1Y 2 | Disease 38 0 I
= 1 < 1
S| NPV S| NPV
[} (&)
i Healthy 47 80 0.63 i Healthy 35 80 0.7
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.36 1 0.69 0.52 1 0.77
Using CA-125 alone Using four proteins
Table S47:

Confusion matrices when applying random forest to identify the samples of ovarian cancer
patients and healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2)
were used to train the model. This experiment is corresponding to experiment ID 12 in Table 3.

Actual label

Actual label
Disease Health IEevellznes Disease Health IEovelznes
Y 0.48 Y 0.48
2 | Disease 31 3 LAY 2 | Disease 42 0 LEIEAY
< 0.91 = 1
3 NPV 3 NPV
® | Healthy 42 77 ® | Healthy 31 80
& 0.65 & 0.72
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.42 0.96 0.71 0.58 1 0.8
Using CA-125 alone

Using four proteins

Table S48: Confusion matrices when applying SVM to identify the samples of ovarian cancer patients and
healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in early stage cancer and healthy patients in data set 2 (E2 vs E2) were used to

train the model. This experiment is corresponding to experiment ID 12 in Table 3.

Actual label

Using CA-125 alone

17

Actual label
Disease Health IEevelones Disease Health IEevelenes
Y 0.48 Y 0.48
9 | Disease 27 0 PliV 2 | Disease 50 0 PI:V
Q Q
3 NPV 3 NPV
© | Healthy 46 80 ® | Healthy 23 80
& 0.63 & 0.78
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.37 1 0.7 0.68 1 0.85

Using four proteins



Table S49: Confusion matrices when applying KNN to identify the samples of patients in late stage and
healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2) were used to
train the model. Note that in this experiment the cohort of late stage cancer samples and healthy samples

in data set 2 was divided into 60% for training and 40% for testing. This experiment is corresponding to
experiment ID 13 in Table 3.

Actual label Actual label

. Prevalence . Prevalence
Disease Healthy 0.23 Disease Healthy 0.93
PPV PPV
] : ] ;
% Disease 13 2 0.87 % Disease 16 1 0.94
S| NPV S| NPV
(] (]
£ Healthy 11 Yt 0.88 £ Healthy 8 78 0.91
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.54 0.97 0.87 0.67 0.98 0.91

Using CA-125 alone Using four proteins

Table S50: Confusion matrices when applying logistic regression to identify the samples of patients in late
stage and healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2)
were used to train the model. Note that in this experiment the cohort of late stage cancer samples and

healthy samples in data set 2 was divided into 60% for training and 40% for testing. This experiment is
corresponding to experiment ID 13 in Table 3.

Actual label Actual label

. Prevalence . Prevalence
Disease Healthy 0.23 Disease Healthy 0.93
PPV PPV
] ; ] ;
% Disease 11 2 0.85 % Disease 16 2 0.89
S| NPV S| NPV
[} [}
i Healthy 13 77 0.86 i Healthy 8 7 0.91
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.46 0.97 0.85 0.67 0.97 0.9
Using CA-125 alone Using four proteins
Table S51:

Confusion matrices when applying random forest to identify the samples of patients in late
stage and healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2)
were used to train the model. Note that in this experiment the cohort of late stage cancer samples and

healthy samples in data set 2 was divided into 60% for training and 40% for testing. This experiment is
corresponding to experiment ID 13 in Table 3.

Actual label Actual label

18

. Prevalence . Prevalence
Disease Healthy 0.23 Disease Healthy 0.23
PPV PPV
] ; ] ;
% Disease 14 10 0.58 % Disease 17 3 0.85
S| NPV S| NPV
Q;:g Healthy 10 69 0.87 D;:i Healthy 7 76 0.92
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.58 0.87 0.81 0.71 0.96 0.9
Using CA-125 alone

Using four proteins



Table S52: Confusion matrices when applying SVM to identify the samples of patients in late stage and
healthy patients in data set 2 (L2 vs H2), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2) were used to
train the model. Note that in this experiment the cohort of late stage cancer samples and healthy samples

experiment ID 13 in Table 3.

in data set 2 was divided into 60% for training and 40% for testing. This experiment is corresponding to

Actual label

Actual label
Disease Health IEevellenes Disease Health IEevllanes
Y 0.23 Y 0.23
::E Disease 11 2 Pgl;;[ ::E Disease 16 1 PE)ZX
3 NPV 3 NPV
[} (&)
b Healthy 13 77 0.86 i Healthy 8 78 0.91
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.46 0.97 0.85 0.67 0.99 0.91
Using CA-125 alone Using four proteins
Table S53:

Confusion matrices when applying KNN to identify the samples of patients in late stage and
healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2) were used to
train the model. This experiment is corresponding to experiment ID 14 in Table 3.

Actual label

Using CA-125 alone

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 0.41 isease ealthy 0.41
E | Disease 43 0 LELEN € | Disease 49 1 LE1EN
< 1 = 0.98
bS] NPV S| NPV
[} [}
£ Healthy 12 80 0.87 i Healthy 6 79 0.93
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.78 1 0.91 0.89 0.99 0.95

Using four proteins

Table S54: Confusion matrices when applying logistic regression to identify the samples of patients in late
stage and healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2)
were used to train the model. This experiment is corresponding to experiment ID 14 in Table 3.

Actual label

Using CA-125 alone

19

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 0.41 isease ealthy 0.41
:q‘é Disease 42 0 PliV E) Disease 48 0 PI;V
O Q
S| NPV S| NPV
(&) (&)
i Healthy 13 80 0.86 i Healthy 7 80 0.92
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.76 1 0.9 0.87 1 0.95

Using four proteins




Table S55: Confusion matrices when applying random forest to identify the samples of patients in late stage

and healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins (right
panel). The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2) were

used to train the model. This experiment is corresponding to experiment ID 14 in Table 3.

Actual label

Using CA-125 alone

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 0.41 isease ealthy 0.41
::i Disease 42 11 21,37;[ :E Disease 52 9 PE)PB;)[
S NPV 3 NPV
[} (&)
i Healthy 13 69 0.84 i Healthy 3 71 0.96
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.76 0.86 0.82 0.95 0.89 0.91

Using four proteins

Table S56: Confusion matrices when applying SVM to identify the samples of patients in late stage and
healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).

The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2) were used to
train the model. This experiment is corresponding to experiment ID 14 in Table 3.

Actual label

Using CA-125 alone

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 041 isease ealthy 041
2 | Disease 42 0 LS | Disease 48 0 LS
kS ! kS !
T | Healthy 13 80 Igzg T | Healthy 7 80 1812\2/
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.76 1 0.9 0.87 1 0.95

Using four proteins

Table S57: Confusion matrices when applying KNN to identify the samples of ovarian cancer patients and
healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).

The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2) were used to
train the model. This experiment is corresponding to experiment ID 15 in Table 3.

Actual label

Using CA-125 alone

20

Actual label

Disease Health: e Disease Health: FEElEes

Y 0.48 Y 0.48

9 | Disease 53 0 PliV 2 | Disease 65 4 PoPgX

3 13 :
T | Healthy 20 80 I\LP; T | Healthy 8 76 I\LPQV

Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy

0.73 1 0.87 0.89 0.95 0.92

Using four proteins




Table S58: Confusion matrices when applying logistic regression to identify the samples of ovarian cancer
patients and healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2)
were used to train the model. This experiment is corresponding to experiment ID 15 in Table 3.

Actual label

Actual label
Disease Health IEevellenes Disease Health Eevellenes
Y 0.48 Y 0.48
2 | Disease 51 0 1Y 2 | Disease 59 0 I
5 1 5 1
S NPV 3 NPV
[} (&)
£ Healthy 22 80 0.78 i Healthy 14 80 0.85
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.7 1 0.86 0.81 1 0.91
Using CA-125 alone Using four proteins
Table S59:

Confusion matrices when applying random forest to identify the samples of ovarian cancer
patients and healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2)
were used to train the model. This experiment is corresponding to experiment ID 15 in Table 3.

Actual label

Using CA-125 alone

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 0.48 isease ealthy 0.48
PPV PPV
@ . —O .
% Disease 52 11 0.83 % Disease 68 10 0.87
s} NPV S| NPV
® | Healthy 21 69 ® | Healthy 5 70
& 0.77 & 0.93
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.71 0.86 0.79 0.93 0.88 0.9

Using four proteins

Table S60: Confusion matrices when applying SVM to identify the samples of ovarian cancer patients and
healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).

The samples from patients in late stage cancer and healthy patients in data set 2 (L2 vs L2) were used to
train the model. This experiment is corresponding to experiment ID 15 in Table 3.

Actual label

Using CA-125 alone

21

Actual label
Disease Health IEevelones Disease Health IEevelenes
Y 0.48 Y 0.48
9 | Disease 50 0 PliV 2 | Disease 63 0 PI:V
Q Q
T | Healthy 23 80 lgf;;] T | Healthy 10 80 132;]
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.68 1 0.85 0.86 1 0.93

Using four proteins




Table S61: Confusion matrices when applying KNN to identify the samples of patients in early stage and

healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were used to train
the model. This experiment is corresponding to experiment ID 16 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health IEevellenes Disease Health Eevelienes
Y 0.18 Y 0.18
PPV PPV
e} : ko) .
% Disease 12 2 0.86 % Disease 17 12 0.59
S NPV 3 NPV
[} (&)
i Healthy 6 78 0.93 i Healthy 1 68 0.99
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.67 0.85 0.93 0.94 0.85 0.87

Using four proteins

Table S62: Confusion matrices when applying logistic regression to identify the samples of patients in early
stage and healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were
used to train the model. This experiment is corresponding to experiment ID 16 in Table 3.

Actual label
Disease Health IEevelones Disease Health IEevelznes

Y 0.18 Y 0.18
PPV PPV

e} : ko) .
% Disease 11 1 0.92 % Disease 17 7 0.71
3 NPV 3 NPV

[} [}
b Healthy 7 79 0.92 i Healthy 1 73 0.99
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.61 0.99 0.92 0.94 0.91 0.92
Using CA-125 alone Using four proteins
Table S63:

Actual label

Confusion matrices when applying random forest to identify the samples of patients in early

stage and healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were
used to train the model. This experiment is corresponding to experiment ID 16 in Table 3.

Actual label

Actual label

Predicted

. Prevalence . Prevalence
Disease Healthy 0.18 Disease Healthy 0.18
. PPV - . PPV
Disease 13 19 0.41 % Disease 17 35 0.33
NPV &S| NPV
Healthy 5 61 0.92 E Healthy 1 45 0.98

Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy

0.72 0.76 0.76 0.94 0.56 0.63

Using CA-125 alone

22

Using four proteins



Table S64: Confusion matrices when applying SVM to identify the samples of patients in early stage and

healthy patients in data set 1 (E1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).
The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were used to train

the model. This experiment is corresponding to experiment ID 16 in Table 3.

Actual label

Using CA-125 alone

Actual label
Disease Health IEevellenes Disease Health Eevelienes
Y 0.18 Y 0.18
2 | Disease 10 0 1Y 2 | Disease 17 9 LI
= 1 = 0.65
S NPV 3 NPV
[} (&)
i Healthy 8 80 0.91 i Healthy 1 71 0.99
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.56 1 0.92 0.94 0.89 0.9

Using four proteins

Table S65: Confusion matrices when applying KNN to identify the samples of patients in late stage and
healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).

The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were used to train
the model. This experiment is corresponding to experiment ID 17 in Table 3.

Actual label

Using CA-125 alone

Actual label
Di Health Prevalence Di Health Prevalence

isease ealthy 041 isease ealthy 041

| Disease 42 0 LS | Disease 48 2 LEIEAY

§ 1 § 0.96

T | Healthy 13 80 Igzg T | Healthy 7 78 1812\2/

O_‘ . Q_‘ .

Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy

0.76 1 0.9 0.87 0.98 0.93

Using four proteins

Table S66: Confusion matrices when applying logistic regression to identify the samples of patients in late
stage and healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins

(right panel). The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were
used to train the model. This experiment is corresponding to experiment ID 17 in Table 3.

Predicted

Actual label

Using CA-125 alone

23

Actual label
Disease Health IEevelanes Disease Health LB el
! Y 0.41 ! Y 0.41
Disease 42 0 PliV 2 | Disease 48 0 PI:V
Q
NPV 3 NPV
Healthy 13 80 0.86 E Healthy 7 80 0.92
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.76 1 0.9 0.87 1 0.95

Using four proteins



Table S67: Confusion matrices when applying random forest to identify the samples of patients in late stage

and healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins (right
panel). The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were used
to train the model. This experiment is corresponding to experiment ID 17 in Table 3.

Actual label

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 0.41 isease ealthy 0.41
PPV PPV
o] : ko) .
% Disease 43 10 0.81 % Disease 51 7 0.88
S| NPV S| NPV
[} (&)
£ Healthy 12 70 0.85 i Healthy 4 73 0.95
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.78 0.88 0.83 0.93 0.91 0.92
Using CA-125 alone Using four proteins
Table S68:

Confusion matrices when applying SVM to identify the samples of patients in late stage and

healthy patients in data set 1 (L1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).

The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were used to train
the model. This experiment is corresponding to experiment ID 17 in Table 3.

Actual label

Using CA-125 alone

Actual label
Di Health Prevalence Di Health Prevalence
isease ealthy 041 isease ealthy 041
2 | Disease 41 0 LS | Disease 48 0 LS
kS ! kS !
T | Healthy 14 80 131;;] T | Healthy 7 80 1812\2/
Q_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.75 1 0.9 0.87 1 0.95

Using four proteins

Table S69: Confusion matrices when applying KNN to identify the samples of ovarian cancer patients and
healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).

The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were used to train
the model. This experiment is corresponding to experiment ID 18 in Table 3.

Predicted

Actual label

Using CA-125 alone

24

Actual label
Disease Health IEevelones Disease Health IEevelenes
Y 0.48 Y 0.48
Disease 52 0 PliV 2 | Disease 65 0 PI:V
Q
NPV 3 NPV
Healthy 21 80 0.78 E Healthy 8 80 0.91
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.71 1 0.86 0.89 1 0.95

Using four proteins



Table S70: Confusion matrices when applying logistic regression to identify the samples of ovarian cancer
patients and healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins

(right panel). The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were
used to train the model. This experiment is corresponding to experiment ID 18 in Table 3.

Actual label

Actual label
Disease Health IEevellenes Disease Health Eevellenes
Y 0.48 Y 0.48
2 | Disease 51 0 1Y 2 | Disease 66 0 I
= 1 < 1
S NPV 3 NPV
[} (&)
£ Healthy 22 80 0.78 i Healthy 7 80 0.92
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.7 1 0.86 0.9 1 0.95
Using CA-125 alone Using four proteins
Table S71:

Confusion matrices when applying random forest to identify the samples of ovarian cancer
patients and healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins
(right panel). The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were
used to train the model. This experiment is corresponding to experiment ID 18 in Table 3.

Actual label

Using CA-125 alone

Actual label

Disease Health IEevellznes Disease Health IEovelznes

Y 0.48 Y 0.48

PPV PPV

@ . —O .

% Disease 56 10 0.85 % Disease 67 10 0.87
T | Healthy 17 70 NPV T | Healthy 6 70 NPV
& 0.8 & 0.92
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy

0.77 0.88 0.82 0.92 0.88 0.9

Using four proteins

Table S72: Confusion matrices when applying SVM to identify the samples of ovarian cancer patients and
healthy patients in data set 1 (C1 vs H1), using only CA-125 (left panel) and all four proteins (right panel).

The samples from ovarian cancer patients and healthy patients in data set 2 (C2 vs H2) were used to train
the model. This experiment is corresponding to experiment ID 18 in Table 3.

Actual label

Using CA-125 alone

25

Actual label
Disease Health IEevelones Disease Health IEevelenes
Y 0.48 Y 0.48
9 | Disease 49 0 PliV 2 | Disease 64 0 PI:V
Q Q
T | Healthy 24 80 ?;‘7] T | Healthy 9 80 I\LPQV
o_‘ . Q_‘ .
Sensitivity | Specificity | Accuracy Sensitivity | Specificity | Accuracy
0.67 1 0.84 0.88 1 0.94

Using four proteins



KNN; Training on E1 vs H1; Testing on E1 vs H1 Logistic Regression; Training on E1 vs H1; Testing on E1 vs H1
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Figure S1: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 1 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on E1 vs H1; Testing on E2 vs H2 Logistic Regression; Training on E1 vs H1; Testing on E2 vs H2
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Figure S2: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 2 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on E1 vs H1; Testing on C2 vs H2 Logistic Regression; Training on E1 vs H1; Testing on C2 vs H2
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Figure S3: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 3 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on L1 vs H1; Testing on L1 vs H1 Logistic Regression; Training on L1 vs H1; Testing on L1 vs H1
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Figure S4: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 4 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on L1 vs H1; Testing on L2 vs H2 Logistic Regression; Training on L1 vs H1; Testing on L2 vs H2
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Figure S5: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 5 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on L1 vs H1; Testing on C2 vs H2 Logistic Regression; Training on L1 vs H1; Testing on C2 vs H2

o o
- ] o — — T ST e o ‘__,._‘ﬁ,q_.n—u-.—— —————
B buden = @737
Youden =0.705 r o
/ ."Youden = 0.542 | .+ Youden = 0.57
© . ©
S 7 / L S ]"J".
/ R

© | / Q| I
-'? (=] / g (=] I":
D I AUC: 0.781 G | : AUC: 0.807
& o /I AUC: 0.874 - s AUC: 0.857

° / s [

| - r:
~ /- . 1.
g 1 54 &
/ i
Iy CA-125 i CA-125
S - — 4 proteins S - < — 4 proteins
T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
1 - Specificity 1 - Specificity

Random Forest; Training on L1 vs H1; Testing on C2 vs H2

wouden = 0.732
| B Youden = 0.532
o | r
[} r.I"
e
o |
z° (
= .
2 I s AUC: 0.785
[} .
n < | I AUC: 0.901
© /
N
o , .
/" ... CA-125
2 - — 4 proteins
T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
1 - Specificity

Figure S6: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 6 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on C1 vs H1; Testing on E2 vs H2

Logistic Regression; Training on C1 vs H1; Testing on E2 vs H2
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Figure S7: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 7 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on C1 vs H1; Testing on L2 vs H2 Logistic Regression; Training on C1 vs H1; Testing on L2 vs H2
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Figure S8: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 8 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on C1 vs H1; Testing on C2 vs H2 Logistic Regression; Training on C1 vs H1; Testing on C2 vs H2
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Figure S9: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 9 in Table 8, using only CA-125 and all four proteins.
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Logistic Regression; Training on E2 vs H2; Testing on E2 vs H2

KNN; Training on E2 vs H2; Testing on E2 vs H2
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Figure S10: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 10 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on E2 vs H2; Testing on E1 vs H1 Logistic Regression; Training on E2 vs H2; Testing on E1 vs H1
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Figure S11: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 11 in Table 8, using only CA-125 and all four proteins.
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Logistic Regression; Training on E2 vs H2; Testing on C1 vs H1

KNN; Training on E2 vs H2; Testing on C1 vs H1
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Figure S12: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 12 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on L2 vs H2; Testing on L2 vs H2 Logistic Regression; Training on L2 vs H2; Testing on L2 vs H2
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Figure S13: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 13 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on L2 vs H2; Testing on L1 vs H1 Logistic Regression; Training on L2 vs H2; Testing on L1 vs H1
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Figure S14: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 14 in Table 8, using only CA-125 and all four proteins.
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Logistic Regression; Training on L2 vs H2; Testing on C1 vs H1

KNN; Training on L2 vs H2; Testing on C1 vs H1
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Figure S15: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 15 in Table 8, using only CA-125 and all four proteins.
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Figure S16: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 16 in Table 8, using only CA-125 and all four proteins.
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KNN; Training on C2 vs H2; Testing on L1 vs H1 Logistic Regression; Training on C2 vs H2; Testing on L1 vs H1
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Figure S17: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 17 in Table 8, using only CA-125 and all four proteins.
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Logistic Regression; Training on C2 vs H2; Testing on C1 vs H1
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Figure S18: The AUC and Youden index when applying KNN, logistic regression, and random forest to
identify control and healthy samples in experiment 17 in Table 8, using only CA-125 and all four proteins.

43



