
Supplementary Methods and Evaluation Metrics

1 Methods

1.1 Whole Slide Image Processing

To deal with gigapixel efficiently, each WSI W (a, b) is formatted as tile based data structure T =
{
tuρ,σ(i, j)

}N
u=1
∈

W (a, b), where ρ , σ , i , j represents the patch column index, patch row index, patch horizontal sub-index, patch
vertical sub-index and the image level, respectively. When u = N , ρ , σ , i , j are calculated as follows:

ρ = ba/ζθc, σ = bb/ηθc,
i = a− ρ× ζθ, j = b− σ × ηθ

(1)

where ζθ , ψθ denote the patch width and patch height, respectively. The values ρ , σ , i , j are in range {0, · · · , α−1},
{0, · · · , β − 1}, {0, · · · , ζθ − 1} and {0, · · · , ηθ − 1}, respectively; ( ζθ, ηθ ) = (512,512) in this study.

Initially, to efficiently discard all the background and reduce the amount of computation per slide, each WSI
is processed with fast background filtering by Otsu applied onto txρ,σ(i, j); at the level closet to a patch size. The
value of x is calculated as follows:

z = argminu(α× β > 1 ∧ card(tu) ≥ ζθ × ηθ) (2)

Then, for fast WSI analysis, the proposed deep learning model D is applied, which is discussed in section 1.2.
Each tile of tNρ,σ(i, j) is processed by the proposed deep learning model D to get the probabilities of cancer cells as
shown in eq.(3).

pNρ,σ(i, j)l = D(tNρ,σ(i, j)) (3)

where l = 0, · · · , L represents number of types of tissue to be identified, and 0, 1 and 2 represent the background,
the non-target and the target tissue type, respectively.

Next, a two dimensional pixel-based class map is obtained as the index of the tissue type that has the maximum
probability of the pixel using eq.(4).

cNρ,σ(i, j) = argmaxl((p
N
ρ,σ(i, j)l)) (4)

Then, the pixel-based segmentation result of cancer cells S = {sNρ,σ(i, j)} are obtained based on class map

cNρ,σ(i, j) using eq.(5).

sNρ,σ(i, j) =

{
Wρ,σ(i, j) , cNρ,σ(i, j) > 1

φ , otherwise
(5)

1.2 Proposed Convolution Network Architecture

The proposed deep learning model includes a padding layer, six convolutional layers, five max-pooling layers, two
dropout layers, one deconvolutional layer, and a cropping layer. Firstly, padding is applied to the input image in
order to increase the size of input image from 512 × 512 × 3 to 712 × 712 × 3. After padding, five convolutional
layers are applied, including the first two layers for two convolution sequences with a kernel size of 3 × 3 and stride
size of 1 and the last three convolutional layers for three convolution sequences with a kernel size of 3 × 3 and
stride size of 1, and ReLU is applied after each convolution layer. The output dimensions of each convolution layer
are formulated as follows.

(fh, fw, fr) = (bqh + 2e− k
o

+ 1c, bqw + 2e− k
o

+ 1c, qk) (6)

where qh and qw are the height and width of the input, respectively; e is the padding size; k is the kernel size; o is
the stride size; qk is the number of filters used; fh , fw , and fr are the height, width and number of channels of
the output of each convolution layer, respectively.
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Each convolution is followed by a max pooling layer with a kernel size of 2 × 2 and stride size of 2, to down
sample the feature maps. The output dimensions of each pooling layer are formulated as follows.

(yh, yw, yr) = (dqh + 2e− k
o

+ 1e, dqw + 2e− k
o

+ 1e, qc) (7)

where qc is the number of channels of the input; yh , yw , and yr are the height, width, and number of channels of
the output pooling layer, respectively.

After five convolution layers and five max pooling layers, there are two drop out layers (dropout ratio of 0.5)
followed by two convolutions with a kernel size of 7 × 7 and stride size of 1 for first convolution, and a kernel size
of 1 × 1 and stride size of 1 for second convolution, respectively, and ReLU is applied after each convolution. After
two drop out layers, there is a convolution layer with a kernel size of 1 × 1 and a stride size of 1 to decrease the
number of output channels. Following the convolution layer, there is a deconvolution layer with kernel size of 64 ×
64 and stride size of 32 , which is used to restore the feature maps to the same size as the padding image, and hence
a prediction could be generated for each pixel while retaining the spatial information in the original image and on
the upsampled feature map. Following deconvolution layer, cropping is done in order to match with the input size.
After cropping, a two dimensional pixel-based class map is produced as the index of the tissue type that has the
highest probability of the pixel using section 1.1 eq.(4).

2 Evaluation Metrics

Quantitative evaluation on the segmentation performance is produced using five measurements, i.e. Accuracy,
Precision, Recall, F1-score, and Jaccard-Index. The evaluation metrics are computed as follows.

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

F1− score =
2TP

2TP + FP + FN
(11)

Jaccard− Index =
F1− score

2− F1− score
=

TP

TP + FN + FP
(12)

where TP denotes the true positive, TN represents the true negative, FP denotes false positive, and FN is the false
negative.
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