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Figure S1. Selection of radiomics features using the least absolute shrinkage and selection operator 
(LASSO) logistic regression model. (A) LASSO coefficient analysis of 161 radiomics features. (B) 
Coefficient plotted against the log (λ) sequence. Four nonzero coefficients (indicated by a vertical line 
in the plot) were selected. (C) Predictive accuracy of the radiomics signature. 

Table S1. Radiomics features based on histogram, shape and size, texture, fractal, filters, and sigmoid 
functions. 

Histogram Features Shape and Size 
Features 

Texture Features 

Based on Whole 
Pixels 

Based on 
Positive Pixels 

Based on 2D, 3D 
Images 

Based on 
GLCM 

Based on ISZ Based on 
NGTDM 

Maximum* Mean Compactness 
Auto 

correlation** 
Size zone 
variance Busyness 

Minimum* Standard 
variation 

Surface area Cluster 
tendency** 

Intensive 
variance 

Coarseness 

Median* Variance Convexity Maximum 
probability** 

 Complexity 

Mean* Maximum Sphericity Contrast**  Contrast 

Variance* Median 
Spherical 

disproportion 
Difference 
entropy**  Strength 

Standard variation* Minimum 
Maximum 3D 

diameter Dissimilarity**   

Energy 
Interquartile 

range 
Surface-to-volume 

ratio Energy**   

Skewness* Range Volume Entropy**   

Kurtosis* Root mean 
square 

Density Homogeneity**   
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Root mean square Skewness Mass 
Informational 

measure of 
correlation** 

  

Inter quartile range Energy Roundness factor Variance**   

Range Entropy Eccentricity    

Percentile 2.5%, 25%, 
50%, 75%, 97.5% Kurtosis Solidity    

Entropy* Uniformity     

Uniformity      

Mean value of 
positive pixels 

     

Uniformity of 
positive pixels 

     

Fractal Features Filtered Features (LoG***) Sigmoid Function Features 

Based on the Box-
Counting Method 

Based on the 
Blanket Method σ = 0.5–3.5 3,5,7 mm 

Dimension 
Fractal signature 

dissimilarity Mean Amplitude mean 

Lacunarity  Max Amplitude standard deviation 

  Min Slope mean 

  Median Slope standard deviation 

  Standard deviation Offset mean 

  Skewness Offset standard deviation 

  Kurtosis  

  Uniformity  

  Entropy  

ISZ, intensity variance and size zone variance value; GLCM, gray-level co-occurrence matrix; 
NGTDM, neighborhood gray tone difference matrix; LoG, Laplacian of Gaussian. *These features 
were calculated from the whole, inner 2/3, and outer 1/3 of the ROI. Difference (delta) between inner 
and outer ROIs was computed. **These features were calculated from the setting of * plus sub-
sampled ROIs. ***Sigma values for LoG features were computed for σ = 0.5–3.5 in 0.5 increments. 

Table S2. Definitions of extracted radiomics features. 

Category Parameter Formula Description 

Histogram-
based features 

[1] 

Max, Min 

Max = 𝑀𝑎𝑥(𝑋(𝑖)) or Min =
𝑀𝑖𝑛(𝑋(𝑖)) 

where X denotes the 3D image 
matrix with 𝑁 voxels. 

Measures maximum or 
minimum intensity value of a 

histogram 

Median 
Median =

X(i)

2
 

where X denotes the 3D image 
matrix 

Measures median intensity 
value of a histogram 

Mean 
Mean =

1

N
෍ X(i)

୒

୧

 

where X denotes the 3D image 
matrix with N voxels. 

Measures mean intensity 
value of a histogram 
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Variance Variance =
1

N − 1
෍  (X(i) − xത)ଶ

୒

୧ୀଵ

 
Measures squared distances of 

each value of a histogram 
from the mean 

Standard 
deviation 

Std = ൭
1

N − 1
෍  (X(i) − xത)ଶ

୒

୧ୀଵ

൱

ଵ/ଶ

 

where X denotes the 3D image 
matrix with N voxels. 

Measures amount of variation 
of a histogram. 

Energy 
Energy = ෍ X(i)ଶ

୒

୧

 

where X denotes the 3D image 
matrix with N voxels. 

Measures squared magnitude 
value of a histogram 

Skewness 

Skewness =
E(x − μ)ଷ

σଷ
 

where μ is the mean of x, σ is the 
standard deviation of x, and E is 

the expectation operator. 

Measures asymmetry of a 
histogram. 

Kurtosis 

Kurtosis =
E(x − μ)ସ

σସ
 

where μ is the mean of x, σ is the 
standard deviation of x, and E is 

the expectation operator. 

Measures “peakedness” of a 
histogram (flatness of 

histogram) 

Root mean 
square (RMS) 

RMS = ඩ
1

N
෍|X୬|ଶ

୒

୬ୀଵ

 

where X denotes the 3D image 
matrix with N voxels. 

Measures the square root of 
the mean of the squares of the 
values of the histogram. This 
feature is another measure of 
the magnitude of a histogram 

Interquartile 
range 

IQR = Qଷ − 𝑄ଵ 
where Qଷ denote the 3rd quartile of 
the histogram, and 𝑄ଵ denotes the 1 

st quartile of the histogram 

Measure of variability, based 
on dividing a histogram into 

quartiles 

Range Range = range(X(i)) 
Measures difference between 
the highest and lowest voxel 

values of a histogram 

Percentile Percentile = ቆ
𝑛௧௛  𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒

100
ቇ  X(i) 

Measures intensity value at 
the 2.5th, 25th ,50th ,75th, and 

97.5th percentiles on the 
histogram 

Entropy 

Entropy = − ෍ 𝑃(𝑖) logଶ 𝑃(𝑖)

ே೗

௜ୀଵ

 

where 𝑃 denotes the first-order 
histogram with 𝑁௟ discrete 

intensity levels. 

Measures irregularity of a 
histogram. 

Uniformity 

Uniformity = ෍ 𝑃(𝑖)ଶ

ே೗

௜ୀଵ

 

where 𝑃 denotes the first-order 
histogram with 𝑁௟ discrete 

intensity levels. 

Measures uniformity of a 
histogram. 

Mean value of 
positive pixels 

(MPP) 

MPP =
1

𝑁ା
෍ 𝑋(𝑖)

ே

௜

 

where 𝑁ା denotes the total number 
of positive gray level pixels in 𝑋(𝑖) 

Measures average positive 
histogram value. 

Uniformity 
value of positive 

pixels (UPP) 
UPP = ෍|𝑃(𝑖)|ଶ

ே೗

௜ୀଵ

 
Measures uniformity of a 
positive histogram value. 
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where 𝑃 denotes the first-order 
histogram with 𝑁௟ discrete 

intensity levels. 

Shape- and 
physical-based 
features [1,2] 

Compactness 

Compactness =
𝑉

√𝜋𝐴
ଷ
ଶ

 

where  𝑉 denotes the volume and 𝐴 
denotes the surface area of the 

volume of interest (VOI) 

Quantifies how close an object 
is to the smoothest shape, the 

circle 

Surface area 

SA = ෍
1

2
|𝑎௜𝑏௜ × 𝑎௜𝑐௜|

ே

௜ୀଵ

 

where 𝑁 is the total number of 
triangles (covered surface area), and 

𝑎, 𝑏, 𝑐 are edge vectors 

Surface area of the ROI 

Convexity 
Convexity =

𝑉

𝑉ᇱ
 

where 𝑉 denotes tumor volume 
and 𝑉ᇱ denotes convex hull volume 

Measures the ratio of the ROI 
volume contained within the 

tumor to the calculated convex 
hull volume 

Sphericity 
Sphericity =

π
ଵ
ଷ × (6V)

ଶ
ଷ

A
 

where 𝐴 denotes area and 𝑉 
denotes tumor volume 

Measures the roundness of the 
ROI 

Spherical 
disproportion 

Spherical disproportion =
𝐴

4𝜋𝑅ଶ
 

where 𝑅 is the radius of a sphere 
with the same volume as the tumor 

Ratio of the surface area of the 
ROI to the surface area of a 

sphere with the same volume 
as the ROI 

Maximum 3D 
diameter 

See description in the next column 

Measures the maximum 3D 
ROI diameter. This was 
measured as the largest 

pairwise Euclidean distance 
between surface voxels of the 

ROI 
Surface-to-

volume ratio 
(SVR) 

SVR =
𝐴

𝑉
 

where 𝐴 is area and 𝑉 is volume 
Surface-to-volume ratio in ROI 

Volume 
Volume = R ∗ number of voxels 
where R denotes the 3D image 

resolution 
Volume of the tumor (ROI) 

Mass 
Mass = V ∗ D 

where V denotes the tumor volume, 
and D denotes the tumor density 

Mass of the tumor (ROI) 

Density 
Density =

𝑀

𝑉
 

where 𝑉 denotes the tumor volume 
and 𝑀 denotes the tumor mass 

Density of the tumor (ROI) 

Roundness 
factor (2D) Roundness factor =

4𝜋 ∙ 𝐴𝑟𝑒𝑎

𝑃𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟ଶ
 Measure of circularity of a ROI 

Eccentricity (2D) 

Eccentricity = c/a 
where c is the distance from the 

center to a focus and a is the 
distance from that focus to a vertex 

Measure of how close the 
tumor shape is to 

a circle 

Solidity (2D) Solidity =  
𝐴𝑟𝑒𝑎

𝐶𝑜𝑛𝑣𝑒𝑥 𝑎𝑟𝑒𝑎
 

Measure of convexity of a ROI 
on the 2D image 

GLCM-based 
features [1] 

Auto correlation Autocorrelation = ෍ ෍ 𝑖𝑗𝑷(𝑖, 𝑗)

ே೒

௝ୀଵ

ே೒

௜ୀଵ

 
Measure of the magnitude of 
the fineness and coarseness of 

texture 
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Cluster tendency 
Cluster tendency = ෍ ෍ൣi + j − μ୶  

୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ

− μ୷൧
ଶ

𝐏(i, j) 

Measure of the homogeneity 
of the GLCM 

Maximum 
probability 

Maximum probability = max {P(i, j)} Measure of the maximum 
value of the GLCM matrix 

Contrast Contrast = ෍ ෍|i − j|ଶ𝐏(i, j)

୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ

 
Measures of the local intensity 

variation of the GLCM 

Difference 
entropy 

Difference entropy

= ෍ 𝐏୶ି୷(i) logଶ[P୶ି୷(i)

୒ౝିଵ

୧ୀ଴

] 
Measure of the entropy of the 
processed GLCM matrix Px-y 

Dissimilarity Dissimilarity = ෍ ෍|i − j|𝐏(i, j)

୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ

 
Measure of the difference in 

each element of the gray level 

Energy Energy = ෍ ෍[𝐏(i, j)]ଶ

୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ

 
Measure of the homogeneity 

of the GLCM 

Entropy Entropy = − ෍ ෍ 𝐏(i, j) logଶ[𝐏(i, j)]

୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ

 
Measure of the irregularity of 

the gray level. 

Homogeneity Homogeneity = ෍ ෍
𝐏(i, j)

1 + |i − j|

୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ

 
Measure of the closeness of 

the gray level. 

Informational 
measure of 
correlation 

IMC = HXY −
HXY1

max {𝐻𝑋, 𝐻𝑌}
 Secondary measure of 

homogeneity 

Variance Variance = ෍ ෍(𝑖 − 𝜇௫)ଶ𝑃(𝑖, 𝑗)

୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ

 

Measure of the dispersion of 
parameter values around the 
mean of the combinations of 
reference and neighborhood 

pixels 
where 𝐏(i, j) is the gray level co-occurrence matrix for (δ = 1, α = 0), 

N୥ is the number of discrete intensity value in the image,  
N is the number of voxels in the ROI, 

μ is the mean of 𝐏(i, j), 
p୶(i) = ∑ 𝐏(i, j)

୒ౝ

୨ୀଵ
 is the marginal row probabilities, 

p୷(i) = ∑ 𝐏(i, j)
୒ౝ

୧ୀଵ
 is the marginal column probability, 

μ୶ is the expected value of marginal row probability, 
μ௬ is the expected value of the marginal column probability, 

σ୶ is the standard deviation of p୶, 
σ୷ is the standard deviation of p୷, 

p୶ା୷(k) = ∑ ∑ 𝐏(i, j)
୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ
 , i + j = k, k = 2,3, … ,2N୥, 

p୶ି୷(k) = ∑ ∑ 𝐏(i, j)
୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ
 , | i − j| = k, k = 0,1, … , N୥ − 1, 

HX = − ∑ 𝐏୶(i) logଶ[p୶(i)]
୒ౝ

୧ୀଵ
 is the entropy of 𝐏୶, 

HY = − ∑ 𝐏୷(i) logଶൣp୷(i)൧
୒ౝ

୧ୀଵ
 is the entropy of 𝐏୷, 

HXY = − ∑ ∑ 𝐏(i, j)
୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ
logଶ[𝐏(i, j)] is the entropy of 𝐏(i, j) 

HXY1 = − ෍ ෍ 𝐏(i, j) log(p୶(i)p୷(j))
୒ౝ

୨ୀଵ

୒ౝ

୧ୀଵ
 

ISZ-based 
features [3]  

Size-zone 
variability 

Size zone variability

=
1

Θ
෍ ൥෍ 𝑷(𝑚, 𝑛)

ே

௡ୀଵ

൩

ெ

௠ୀଵ

ଶ

 
Variability in the size of the 

ROI 

Intensity 
variability 

Intensity variability

=
1

Θ
෍ ൥ ෍ 𝑷(𝑚, 𝑛)

ெ

௠ୀଵ

൩

ே

௡ୀଵ

ଶ

 
Variability in the intensity of 

the ROI 
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where 𝑷(𝑚, 𝑛) is the intensity size zone matrix 
Θ represents the number of homogeneous areas in the tumor, 

𝑀 is the number of distinct intensity values, 
𝑁 is the size of homogeneous area in the matrix 𝑷(𝑚, 𝑛) 

NGTDM-
based features 

[4,5] 

Busyness 

Busyness = ෍ 𝑝௜𝑠(𝑖)

௅

௜ୀଵ

/ ෍ ෍(𝑖𝑝௜ − 𝑗𝑝௝)

௅

௝ୀଵ

௅

௜ୀଵ

 

Measure of the spatial rate of 
gray-level change 

Coarseness Coarseness = ൥෍ 𝑝௜𝑠(𝑖)

௅

௜ୀଵ

൩

ିଵ

 Measure of edge density 

Complexity 

Complexity = ෍ ෍൛(|𝑖 − 𝑗|)

௅

௝ୀଵ

௅

௜ୀଵ

/(𝑛ଶ൫𝑝௜

+ 𝑝௝൯)ൟ൛𝑃௜𝑠(𝑖)

+ 𝑝௝𝑠(𝑗)ൟ 

Measure of the amount of 
information in an ROI (gray-
level intensities, number of 

sharp edges) 

Contrast 

Contrast =
1

𝑁௚(𝑁௚ − 1)
෍ ෍ 𝑝௜𝑝௝(𝑖

௅

௝ୀଵ

௅

௜ୀଵ

− 𝑗)ଶ ∙
1

𝑛ଶ
෍ 𝑠(𝑖)

௅

௜ୀଵ

 

Measure of local variations 
and spread of matrix values 

Strength 

Strength = ෍ ෍(𝑝௜ + 𝑝௝)(𝑖 − 𝑗)ଶ

௅

௝ୀଵ

௅

௜ୀଵ

/ ෍ 𝑠(𝑖)

௅

௜ୀଵ

 

 

where 𝑝௜ is the probability of occurrence of a gray level value, 𝑠(𝑖) is the NGTDM, 𝑁௚ 
is the total number of different gray levels in the ROI, and 𝐿 is the number of possible 

gray levels 

Filter-based 
features [2] 

(LoG) 

Mean 
Mean =

1

N
෍ G(i)

୒

୧

 

where G denotes the filtered 3D 
image matrix with N voxels. 

Measurement of the mean of 
the ROI image processed by 

the LoG filter 

Max 
Max = 𝑀𝑎𝑥(𝐺(𝑖)) 

where G denotes the filtered 3D 
image matrix with 𝑁 voxels. 

Measurement of the maximum 
intensity value of the ROI 

image processed by the LoG 
filter 

Min 
Min = 𝑀𝑖𝑛(𝐺(𝑖)) 

where G denotes the filtered 3D 
image matrix with 𝑁 voxels. 

Measurement of the minimum 
intensity value of the ROI 

image processed by the LoG 
filter 

Median 
Median =

G(i)

2
 

where G denotes the filtered 3D 
image matrix 

Measurement of the median 
intensity value of the ROI 

image processed by the LoG 
filter 

Standard 
deviation (Std) 

Std = ൭
1

N − 1
෍  (G(i) − 𝐺̅)ଶ

୒

୧ୀଵ

൱

ଵ/ଶ

 

where G denotes the filtered 3D 
image matrix with N voxels. 

Measurement of the standard 
deviation of the ROI image 
processed by the LoG filter 

Skewness 

Skewness =
𝐸(𝐺 − 𝜇)ଷ

𝜎ଷ
 

where 𝜇 is the mean of G, 𝜎 is the 
standard deviation of G, and 𝐸 is 

the expectation operator. 

Measurement of the skewness 
of the ROI image processed by 

the LoG filter 
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Kurtosis 

Kurtosis =
𝐸(𝐺 − 𝜇)ସ

𝜎ସ
 

where 𝜇 is the mean of G, 𝜎 is the 
standard deviation of G, and 𝐸 is 

the expectation operator. 

Measurement of kurtosis of 
the ROI image processed by 

the LoG filter 

Uniformity 

Uniformity = ෍ 𝑃(𝑖)ଶ

ே೗

௜ୀଵ

 

where 𝑃 denotes the first-order 
histogram with 𝑁௟ discrete 

intensity levels. 

Measurement of the 
uniformity of the ROI image 
processed by the LoG filter 

Entropy 

Entropy = − ෍ 𝑃(𝑖) logଶ 𝑃(𝑖)

ே೗

௜ୀଵ

 

where 𝑃 denotes the first-order 
histogram with 𝑁௟ discrete 

intensity levels. 

Measurement of entropy of 
the ROI image processed by 

the LoG filter 

𝐺(𝑥, 𝑦, 𝑧, 𝜎) = 𝐼(𝑥, 𝑦, 𝑧) ∗
1

𝜎൫√2𝜋൯
ଷ 𝑒

ି
௫మା௬మା௭మ

ଶఙమ  

σ = 0.5 − 3.5, 0.5 increments, where I(x,y,z) is the image and * denotes convolution 

Fractal-based 
features [6,7] 

Lacunarity 
(box-counting 

method) 
See description in the next column 

Measure of the texture or 
distribution of gaps within an 

image 

Dimension  
(box-counting 

method) 

Fractal dimension = lim
௥→଴

log(𝑁௥)

log(1/𝑟)
 

where 𝑁௥ is the number of voxels 
and 𝑟 is the different side lengths 

Fractal dimension that 
quantifies morphological 
complexity and provides 

information on self-similarity 
properties 

Fractal signature 
dissimilarity  

(blanket method) 
See description in the next column 

Measure of tumor 
heterogeneity 

Sigmoid 
function-based 

features [2] 

Amplitude mean 

See description in the next column 

Mean of the amplitude values 
of all samplings lines 

Amplitude 
standard 
deviation 

Standard deviation of the 
amplitude values of all 

sampling lines 

Slope mean 
Mean of the slope values of all 

sampling lines 

Slope standard 
deviation 

Standard deviation of the 
slope values of all sampling 

lines 

Offset mean 
Mean of the offset values of all 

sampling lines 

Offset standard 
deviation 

Standard deviation of the 
offset values of all sampling 

lines 

Sigmoid(x) =
𝐴

𝑒𝑩∙𝒙 + 1
+ C 

where 𝐴 is the amplitude, 𝐵 is the slope of the curve, and C is the offset of the curve 
ISZ, intensity variance and size zone variance value; GLCM, gray-level co-occurrence matrix; 
NGTDM, neighborhood gray tone difference matrix; LoG, Laplacian of Gaussian. 
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