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Abstract: Chiral metasurfaces have garnered significant interest as an emerging field of metamaterials,
primarily due to their exceptional capability to manipulate phase distributions at interfaces. However,
the on-demand design of chiral metasurface structures remains a challenging task. To address this
challenge, this paper introduces a deep learning-based network model for rapid calculation of chiral
metasurface structure parameters. The network achieves a mean absolute error (MAE) of 0.025
and enables the design of chiral metasurface structures with a circular dichroism (CD) of 0.41 at a
frequency of 1.169 THz. By changing the phase of the chiral metasurface, it is possible to produce not
only a monofocal lens but also a multifocal lens. Well-designed chiral metasurface lenses allow us to
control the number and position of focal points of the light field. This chiral metasurface, designed
using deep learning, demonstrates great multifocal focus characteristics and holds great potential for
a wide range of applications in sensing and holography.
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1. Introduction

Terahertz waves are between microwaves and infrared waves, with stronger pene-
tration than infrared waves, higher imaging resolution than microwaves, and safer than
X-rays. They cover the frequency range of 0.1~10 THz and the corresponding wavelength
range of 30~3000 µm. The special position of terahertz waves in the electromagnetic spec-
trum gives them the advantages of low photon energy, rich spectral information, and
wide bandwidth. These features have resulted in terahertz waves being widely used in
nondestructive flaw detection [1], safety inspection [2], medical imaging [3], and other
fields. However, the size of the optics is a challenging issue in these applications. With
developments in the integration and miniaturization of optical systems, it is difficult for
conventional optical devices to be ultra-thin and ultra-light due to the principle of phase
modulation and material limitations. Fortunately, the emergence of chiral metasurfaces
provides a new solution to this problem.

Chiral metasurfaces are novel two-dimensional artificial materials consisting of unit
structures with subwavelength dimensions, also known as left-handed materials [4–7].
They can be efficiently electromagnetically controlled by tuning the dielectric constant to
produce great chirality [8,9]. Chirality is prevalent in nature and has the property of mirror
asymmetry. In the field of optical research, the interaction of polarized light with matter
produces two special optical phenomena: CD [10–12] and optical activity (OA) [13–16].
OA can change the direction of light polarization and is mainly used to detect the purity
of living organisms.CD, which mainly manifests itself as the different absorption of left-
and right-circularly polarized light, has a wide range of applications in fields such as
holography [17,18], focusing, and imaging [19].
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Initial monofocal designs were based on chiral metasurfaces with metallic structures,
but their efficiency was usually low due to the inherent losses of metals. In recent years,
researchers have developed an all-silicon chiral metasurface that is well protected from
metal losses and has high amplitude transmittance, which enables efficient single-focusing
designs. To date, some progress has also been made in multifocal focus designs. One
approach is to calculate the phase distribution of a single point source on the metasurface
according to the lens phase distribution formula and arrange multiple monofocal lenses
to realize the potential of the multifocal lens [20]. However, this device is bulky and
complicated to design. Chen et al. [21] arranged nanorod antennae into a metasurface to
realize multipoint focusing in the near-infrared band, but the diffraction efficiency was
low (about 2%). He et al. [22] used Y-G calculation to obtain the phase distribution on the
metasurface and achieved good multipoint focusing results. Both of the above-mentioned
focusing lens designs are based on phase recovery [23], where the optimal solution for
the phase distribution of multiple point sources on the metasurface is obtained through
multiple iterative calculations on the metasurface and the focusing surface. This method is
computationally intensive and sometimes tends to fall into local optimal solutions [21,22].
The design of metasurface phase distributions for multifocal focusing using computational
holography is not only less computationally intensive; the iterative approach is also more
advantageous compared to the more complex case of multifocal distributions.

With the rapid development of artificial intelligence (AI), deep learning [24–26],
as an important part of AI, has been widely used in computer vision [27,28], feature
extraction [29,30], natural language processing [31,32], and other fields. Meanwhile, many
deep learning methods have also been applied to perform structure-assisted design on
metasurfaces [33–37]. Bowen Zheng et al. [38] used a deep neural network (DNN) ap-
proach that could predict the possible amplitude and phase coverage of the considered
metasurface. The physical insights gained from the proposed DNN can be used to achieve a
more efficient and accurate metasurface design. Parinaz Naseri et al. [39] used the machine
learning (ML) method to solve the one-to-many mapping problem and automated the
inverse design of two- and three-layer metasurfaces. Using this approach, optimization
problems with single or multiple constraints can be solved in cases where interlayer cou-
pling is non-negligible and synthesis is cumbersome with traditional methods. Yingshi
Chen et al. [40] utilized a deep learning method of adaptive batch normalization (BN)
layers to achieve the reverse design of a graphene 2D metasurface.

This paper presents a deep learning-assisted design method for on-demand design
of the structural parameters of chiral metasurfaces. This method avoids the process of
scanning large amounts of data in traditional design and also reduces the time of data
acquisition. A small quantity of data obtained from simulations are utilized to train the
network so that the network is capable of inverse designing chiral metasurface. In the
inverse design of the trained network, only the desired maximum CD is designed, and
the network can directly output multiple sets of structural parameters that satisfy the
target CD. In addition, the method can obtain arbitrary structural parameters under a
specific structure, thus filling in CDs that may be missed during parameter scanning more
efficiently. Furthermore, we have designed multiple chiral metasurfaces with efficient CDs
via this method. This work provides a new concept for the design of chiral metasurfaces.

2. Theory
2.1. Monofocal Lens

For an arbitrary chiral metasurface, its transmission properties can be expressed using
the Jones matrix as follows:

T =

(
txx txy
tyx tyy

)
(1)
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where tij denotes the propagation coefficient in the i-direction of the linear polarization
incident to the j-direction. We define a matrix of rotation as R(θ):

R(θ) =
(

cosθ −sinθ
sinθ cosθ

)
(2)

where θ is the angle of rotation. When RCP Ein = E0·
[
1 0

]T is vertically incident,
txy = tyx = 0, and the following equation is obtained:

Eout =
1
2
(
txx + tyy

)(1
0

)
+

1
2
(
txx − tyy

)
e−i2θ

(
0
1

)
(3)

It can be seen that there are two components: the first term is the isotropic circularly
polarized light after the transmission of LCP at the chiral metasurface; and the second term
is the crossed circularly polarized light with a phase change of 2θ phases. The principle
is the same for left circularly polarized light in metasurface transmission parameters and
right circularly polarized light.

From the above principle, it can be seen that phase control can be achieved by changing
the rotation angle of the base atom, which is also called PB phase control [41–43]. By
controlling the phase of each base atom, focusing can be achieved. In this case, the phase
mutation for focusing should satisfy the following:

θ = −2π

λ

(√
x2 + y2 + f 2 − f

)
(4)

where λ is the operating wavelength of 250 µm, the focal length of f is 4800 µm, and θ is the
variation of the phase. In the study of chiral metasurfaces, the phase can be manipulated
independently to control the intensity of electromagnetic wave propagation in the region.
This independent manipulation of the phase allows for a wide range of applications of
chiral metasurfaces; a lens achieves monofocal distance by changing the phase.

2.2. Multifocal Lens

A monofocal lens metasurface can be obtained by arraying the phases calculated
according to the above theory. However, this theoretical approach only applies to the
focusing of a single focal point, and there are limitations in utilizing the method to achieve
the focusing of multiple focal points. Holography is able to record and reconstruct all
the information of the wavefront of a specific target or object, which is widely used in
two-dimensional and three-dimensional images, large-capacity data storage, etc. It is a
kind of image display technology with development prospects. Based on the principle of
holographic image display, the multifocal phase change is derived as follows: the field
distribution on the metasurface is a superposition of spherical waves from the target field,
and in order to realize the target field, it is necessary to discretize the target field into
multiple point sources, and the Green’s function G(Rn) describes the propagation of the
electromagnetic field of each virtual point source. Assuming that n point sources are
generated at location Fn, the superimposed electric field E at the metasurface is expressed
as follows:

EFcous(xi, yi, 0) =
N

∑
n=1

[WFn·G(Rn)] (5)

EFcous(xi, yi, 0) =
N

∑
n=1

[WFn(xi, yi, 0)· exp(jk0Rn)] (6)

WFn(xi, yi, 0) =
An

Rn
(7)

Rn = |Fn − ri| (8)



Micromachines 2023, 14, 1925 4 of 12

where (xi, yi, 0) denotes the coordinates of the i-th chiral metasurface to the center, and
WFn denotes the intensity weighting coefficient of the n-th focal point. An is a constant,
denoting the intensity of the n-th point source. Rn denotes the distance from the n-th point
source to the i-th chiral metasurface cell, and k0 denotes the wave number. Fn denotes the
distance from the n-th point source to the origin, ri denotes the distance from the i-th cell
to the origin, and N is the total number of point sources.

The reference wave is a positively incident plane wave that arrives on the chiral
metasurface with a constant electric field strength and phase. Assuming this constant phase
to be ϕd, the chiral metasurface can be phase compensated to achieve the desired field
distribution:

ϕ(xi, yi, 0) = ϕd − angleEFcous(xi, yi,0) (9)

According to the theoretical analysis, the number and position of the focal points can
be designed as needed. Here, taking two focal points as an example, we chose to make
the weighting coefficients equal in order to realize a uniform light intensity distribution.
The spatial cumulative phase of the electromagnetic wave from the i-th cell to the chiral
metasurface focal point can be calculated. The metasurface realizes a multifocal lens via
the change of phase.

Φ(xi, yi, 0) = ϕd − ϕFcous(xi, yi, 0) = ϕd − angle
2

∑
n=1

[
WFn· exp(jk0WFn· exp(jk0|Fn − ri|))

(jk0|Fn − ri|)

]
(10)

3. Model

The simulation software constructs the H model by scanning four structural parame-
ters to generate the desired dataset. These parameters include the rotation angle on both
sides of the rectangular column H (ranging from −20◦ to 50◦), the length H1 (ranging from
30 µm to 70 µm), the length H2 (ranging from 30 µm to 90 µm), and the width w2 (ranging
from 5 µm to 15 µm), resulting in a total of 840 datasets. The length H1 of the H-structure
is transformed from 30 µm to 70 µm in steps set to 10 µm. With an assumed accuracy
of 0.001, the CD values for the H structure at each length, ranging from 30 µm to 70 µm,
can be calculated through 40,000 iterations. In this study, four structural parameters were
changed, and the amount of computation required to simulate all these changed shapes
and calculate the CD values would be very large. To calculate the CD values faster and
more accurately, a neural network model is incorporated in this paper to identify, precisely,
the best CD values for these scanned parameters and to design a chiral metasurface.

By manipulating the size and rotation angle of each rectangular column, the CD of
the chiral metasurface can be adjusted, allowing for the desired designs. In this work, the
asymmetric all-silicon H-type chiral metasurface was designed based on a deep learning-
assisted design method. The structures we choose are generally H-shaped because they can
easily by fabricated via top-down methods and are variable in both length and angle. This
variable geometry is complex enough to cover a wide range of optical response spectra
for both polarizations. The specific design parameters are as follows: the period P is set to
150 µm, the lengths of the rectangular columns H1 and H2 are determined as 69.745 µm
and 74.743 µm, respectively. Furthermore, the widths of the rectangular columns, denoted
as w1 and w2, are selected as 20 µm and 13.702 µm, respectively. Lastly, the entire H-
shaped structure is rotated by 27◦. Detailed visual representations of the designed chiral
metasurface can be observed in Figure 1a,b.

The time-domain solver within the simulation software is employed to calculate
the transmission coefficients of H-type structures when subjected to different polarized
light irradiation. The chiral metasurface can realize the transmission-type polarization
transformation. As shown in Figure 1c, when LCP is irradiated to the chiral metasurface,
the transmission is colored in red (LCP incident RCP out) and orange (LCP incident LCP
out), which shows that when LCP is incident to the chiral metasurface at 1.169 THz,
there is a small amount of RCP in the outgoing wave. When the RCP is incident on
the chiral metasurface, the transmission is colored in blue (RCP incident LCP out) and
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green (RCP incident RCP out), which shows that the RCP produces almost only LCP
when it is incident on the chiral metasurface at 1.169 THz [44–46]. This also explains the
subsequent discovery that only RCP incident produces focus. As shown in Figure 1d, in
the design of the metasurface, the x and y directions are set as periodic boundaries, and the
z direction is set as an open boundary. The study simulates the transmission coefficient
of a single metasurface under different circularly polarized light and then calculates the
CD using the following equation. At an operating frequency of 1.169 terahertz, light
incident perpendicular to the metasurface produces a CD value of 0.41 for an all-silicon
H-type structure.

TCD = TR − TL =
(
|tRR|2 + |tLR|2

)
−
(
|tLL|2 + |tRL|2

)
(11)
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4. Network

The conditional generative adversarial network (CGAN) primarily comprises a gener-
ator (G) and a discriminator (D). The optimization objective of CGAN is as follows:

min
G

max
D

V(D, G) = EX∼Pdata(x)[logD(x)] + EZ∼PZ(Z)[log(1− D(G(z|y)))] (12)

When utilizing conditional generative adversarial networks (CGAN) for inverse de-
sign, some difficulties are encountered because the discriminator tends to have large errors
in acquiring the structural parameters. This greatly increases the complexity of the training
process. In order to solve this problem during the forward training process, this paper
proposes a novel network structure by introducing a sub-network after the discriminator,
as shown in Figure 2. The whole network consists of three parts: generator, discriminator,
and sub-network extractor. The inputs of the generator are the target CD and a set of
random noises, and the outputs are the structural parameters that can reach the target CD.
In addition, the discriminator has as input the structural parameters, and, as output, the
frequency-CD curve. A well-trained discriminator and sub-network extractor can obtain
the CD and its maximum value for a given structure and provide guidance for the training
of the generator. In addition, the trained generator can reverse-engineer the desired struc-
tural parameters by inputting the target CD and random noise and generate multiple sets
of structural parameters that satisfy the target based on the variation of the random noise.
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Figure 2. Schematic diagram of PCGN. It consists of three main parts: generator, discriminator, and
sub-network extractor. The input to the generator in this paper consists of a maximum CD and
random noise. The purpose of noise is that multiple sets of different structural parameters can be
output to meet the design requirements.

As shown in Table 1, this network is the discriminator. Inputting the H-structure
parameters into the eight fully connected layers gives the values of all CDs. In this network
structure, 600 sets of data are used for training, and 240 sets of data are used for testing.
The number of training rounds is 45,000, and the learning rate is 0.001. When this part of
the model training is finished, a set of data trained with the network model is randomly
selected and compared with the simulated data. The comparison results are shown in
Figure 3a,b. The analysis shows that the data trained by the network model and the
simulated data are basically the same. This network has an MAE of 0.0017, and the network
is great.

Table 1. Structure of discriminator.

Layers Dimensions Normalization Activation Function

Input 256 × 1 \ \
Hidden Layer 1 256 × 1 Batch Norm ELU
Hidden Layer 2 256 × 1 Batch Norm ELU
Hidden Layer 3 256 × 1 Batch Norm ELU
Hidden Layer 4 256 × 1 Batch Norm ELU
Hidden Layer 5 256 × 1 Batch Norm ELU
Hidden Layer 6 256 × 1 Batch Norm ELU

Output 256 × 1 Batch Norm ELU
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As shown in Table 2, this network is a sub-network extractor, taking as input all the
CD values obtained from the discriminator network. The maximum CD can be obtained by
five fully connected layers. The learning rate designed in this network structure is 0.001,
and its MAE is 0.0031 in the network structure at the end of training, which is a great
network effect.

Table 2. Structure of sub-network extractor.

Layers Dimensions Normalization Activation Function

Input 256 × 1 \ \
Hidden Layer 1 256 × 1 Batch Norm ELU
Hidden Layer 2 256 × 1 Batch Norm ELU
Hidden Layer 3 256 × 1 Batch Norm ELU

Output 256 × 1 Batch Norm ELU

As shown in Table 3, this network is the generator. The activation function used in
the network was ELU. The chiral metasurface structure parameters were obtained through
three fully connected layers using the maximum CD predicted by the sub-network as input.
As shown in Figure 4, the MAE of this network is 0.0223 at the end of training.

Table 3. Structure of generator.

Layers Dimensions Normalization Activation Function

Input 256 × 1 \ \
Hidden Layer 1 256 × 1 Batch Norm ELU

Output 256 × 1 Batch Norm ELU
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After the generator has been trained, the trained generator can also reverse design the
desired structural parameters by inputting the target CD and random noise and generating
multiple sets of structural parameters that satisfy the target based on the variation of the
random noise. In order to verify the generator training effect, here, we input the target CD
value of 0.41 and randomly generate noise in this network to reverse design multiple sets
of structural parameters that satisfy the target value, as shown in Table 4. The CD values
obtained for the three sets of structural parameters are shown in Figure 5. It can be seen
from the figure that the three structures have the same CD values obtained at a frequency
of 1.169 THz. From these three sets of data, it can be seen that the generator network is
well-trained.

Table 4. Parameters of the three chiral metasurface structures.

H1 H2 W2 AL

Sample 1 69.9546576 87.988344 14.931272 49.9994120
Sample 2 69.971556 88.5941004 14.9732214 50.0000209
Sample 3 69.9740052 77.532534 13.7295526 49.9994976
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To alleviate the highly nonlinear problem of gradient disappearance and inverse
design, ELU is used as the activation function in this paper. The mean value of the ELU
function output is centered at 0. When x takes a negative value, the ELU is saturated and
thus has some robustness with respect to noise. The ELU function is shown below:

f (x) =
{

x , x ≥ 0
a(ex − 1), x < 0

(13)

Preprocessing plays a very important role in deep learning. To make it easier to recover
the predicted data when using the network, the input parameters are preprocessed using
normalization methods. This can be expressed as follows:

x =
x0 −minx0

maxx0 −minx0
(14)

When the training is over, the values output in the network are as follows:

x0 = x(maxx0 −minx0) + minx0 (15)

Optimizers, as an important part of deep learning, often produce unanticipated effects
when networks are trained on large amounts of data. Sometimes an incorrect choice of
optimizer may result in the network model not being trained properly. It is necessary to
choose a suitable optimizer during our training process. Adaptive moment estimation
calculus (Adam) is chosen in this study; this algorithm corrects for bias and is adaptive
to the learning rate. The Nadam computation (Nadam) can perform gradient descent
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optimization and is an extension of the adaptive estimator optimization algorithm. These
two optimizers are now widely used in deep learning.

In deep learning, the error between a single training sample and the true value is
known as the loss function. The loss function is not unique for various networks. In
practical applications, the loss function is selected according to the desired design goal to
achieve the best network performance. The main loss function used in this paper is mean
absolute error (MAE). MAE is also known as L1 loss, which is calculated as the absolute
value of the average error between the true value and the predicted value, and the purpose
of modeling the average error is to make sure that the errors do not cancel each other out in
the process of calculation.

5. Result

At a frequency of 1.169 terahertz, the analysis was performed by rotating the basic
atom by a specific angle. As shown in Figure 6c, as the substrate atoms are rotated from 0◦

to 180◦, the transmission amplitude remains essentially constant, while the cross-circular
polarization phase changes from 0◦ to 360◦. The red curve in Figure 6 shows a strong
linear relationship between these values. This shows that the simulation results validate
the accuracy of the PB phase theory. As shown in Figure 6a,b, the chiral metasurface array
consists of 25 × 25 base atoms. When LCP is incident to the chiral metasurface array, the
output electric field intensity RCP is shown in Figure 6d. When RCP is incident to the chiral
metasurface array, the output electric field intensity LCP is shown in Figure 6d. It can be
seen that focusing can be produced when RCP is incident to the chiral metasurface array.
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As shown in Figure 7a, the chiral metasurface is composed of a 25 × 25 matrix
according to the phase variation of Equation (9). Holographic theory calculates how the
phases on the metasurface change. The incident plane wave can converge to a specified
point in an arbitrary way, including the number of foci, position, and intensity distribution,
with excellent maneuverability. By carefully designing the phase distribution on the chiral
metasurface, it is possible to realize the focusing of the lens at different positions as well
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as to realize the focusing of multiple foci, as shown in Figure 7b–d. It is shown in the
results that the designed metasurfaces have good multifocal focusing characteristics. The
H-structure of the metasurface lens is a 25 × 25 matrix, and if there are more units, the
phase information contained on the metasurface will be richer and the focusing effect will
be better.
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6. Conclusions

In conclusion, an all-silicon chiral metasurface is designed using deep learning tech-
niques. The proposed PCGN network, based on the CGAN model, is capable of inverse
design for different chiral metasurface structures via its training with diverse structural
data. The network accurately predicts the CD, achieving a CD value of 0.41 at a frequency
of 1.169 THz. By manipulating the asymmetric transmission characteristics of RCP and
LCP light, a polarization conversion efficiency of 95% is achieved at a CD value of 0.41.
At this frequency, using the Pancharatnam–Berry (PB) principle, phase modulation can
be performed with a right circularly polarized wave against a chiral metasurface array,
thereby realizing a monofocal lens. Based on the principle of holographic image display,
the variation of the multifocal phase is analyzed, and the focus position and the number of
generated point sources can be calculated, thus realizing a multifocal lens. The proposed
multifocal lens metasurface shows great potential for applications in antennae and imaging
systems. Compared with conventional methods, the on-demand design method proposed
in this study reduces the waste of computational resources and eliminates the need to
repeat simulations to fine-tune the structural parameters.
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