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Abstract

:

Change detection has been widely used in remote sensing, such as for disaster assessment and urban expansion detection. Although it is convenient to use unsupervised methods to detect changes from multi-temporal images, the results could be further improved. In supervised methods, heavy data labelling tasks are needed, and the sample annotation process with real categories is tedious and costly. To relieve the burden of labelling and to obtain satisfactory results, we propose an interactive change detection framework based on active learning and Markov random field (MRF). More specifically, a limited number of representative objects are found in an unsupervised way at the beginning. Then, the very limited samples are labelled as “change” or “no change” to train a simple binary classification model, i.e., a Gaussian process model. By using this model, we then select and label the most informative samples by “the easiest” sample selection strategy to update the former weak classification model until the detection results do not change notably. Finally, the maximum a posteriori (MAP) change detection is efficiently computed via the min-cut-based integer optimization algorithm. The time consuming and laborious manual labelling process can be reduced substantially, and a desirable detection result can be obtained. The experiments on several WorldView-2 images demonstrate the effectiveness of the proposed method.
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1. Introduction


Change detection is the process to find inconsistent regions in different temporal images of the same area [1]. Recently, high resolution remote sensing (HRRS) images have become the major sources for change detection studies. The change detection technique is widely used in monitoring landscape conditions [2], the influence of natural disasters [3] and urban expansion, discovering the vegetation changes, assessing desertification [4] and detecting other urban or natural environmental changes [5,6,7]. In the past decades, numerous change detection methods have been developed and considerable studies have addressed the automatic and accurate detection of changes from multi-temporal images. The most general change detection framework in remote sensing comprises of feature extraction and decision making. At the feature level, some methods focus on the completeness of color, texture and structural information [8,9], while others intend to use object-based analysis and MRF to emphasis spatial information [10,11,12]. At the decision level, most of these methods can be categorized into supervised, semi-supervised and unsupervised methods [13,14]. Supervised and semi-supervised methods obtain the change messages by learning from labelled samples, while unsupervised methods detect changes appearing in the observed region by comparing the distribution of pixel values. As an application-oriented research, change detection is a complicated process and is attracting more and more attention.



Supervised change detection methods sometimes detect land cover changes from classification results [15]. If multitemporal ground truth information is available, supervised techniques can be applied. The ground truth is used to train classification models. Post-classification comparison techniques obtain the change message from multiple classification maps of different temporal images to detect category transitions [16,17]. Based on the set of reliable labelling samples, the supervised methods can obtain good performance and specific category transition. Molina et al. [18] proposed to use a parametric multi-sensor Bayesian data fusion approach and a Support Vector Machine (SVM) for change detection problems. Wu et al. [19] explored a scene change detection framework for HRRS images, with a bag-of-visual-words (BOVW) model and classification-based methods [20]. Then, post-classification and compound classification were evaluated for their performances in the “from–to” change results. Nevertheless, whether or not the corresponding samples in the experimental dataset are correctly classified, some misclassified samples may result in errors on the post-classification change detection map. Almost all classifiers are sensitive to noise. Besides, preparing training samples for supervised classifiers is a complex, time consuming and expensive process. To avoid the bad effects of misclassified samples and consider the temporal correlation, some supervised methods stack multi-temporal images together and take into account the dependence between two images of the same area [21,22]. The general idea is to characterize pixels or objects by stacking the feature vectors of two images. Then, land-cover transition classifiers are carried out to recognize specific transitions provided by training samples. In [22], Volpi et al. adopted the nonlinear SVMs to cope with the high intra-class variability, which achieved high detection accuracy in very high geometrical resolution images. In addition, to reduce the tedious workload of labelling, some semi-supervised change detection methods are proposed. Shao et al. [23] proposed a novel and robust semi-supervised fuzzy C-means clustering algorithm to analyze the difference image. Chen et al. [24] proposed a semisupervised context-sensitive method by analyzing the posterior of probabilistic Gaussian process classifier within an MRF model. An et al. [25] proposed a novel semi-supervised SAR images change detection methods using random fields based on maximum entropy principle. The proposed model takes full advantages of the image information from both the labelled and the unlabelled samples, providing appropriate detection results even using a small number of labelled samples. All the aforementioned supervised and semi-supervised methods based on classification are intrinsically suitable to detect changes in multisensor/multisource data.



If no ground truth is available, unsupervised methods can be adopted. Unsupervised change detection methods detect land cover change based on the property of data, mainly referring to the difference image. Difference image-based unsupervised change detection mainly includes two pivotal steps: producing a difference image and analyzing the difference image to identify the pixels as changed or unchanged. The first step is to compare two co-registered multi-temporal images to create the difference image, in which different mathematical operators can be used (e.g., image differencing, image rationing, spectral gradient differencing, and change vector analysis). The second step is to separate the pixels of difference image into changed or unchanged classes to obtain the change detection map. Nielsen [26] proposed the iteratively reweighted multivariate alteration detection (IR-MAD) method for change detection, which established the technique of canonical correlation analysis. Then, Marpu et al. [27] improved the IR-MAD method by the usage of an initial change mask to eliminate strong changes. Liu et al. [28] proposed a hierarchical scheme by considering spectral change information to identify the change classes. Considering reference samples are often not available in real applications, the proposed approach is designed in an unsupervised way. To detect changes in the increasing amount of available HRRS imagery, Leichtle et al. [11] proposed an object-based approach using principal component analysis (PCA) and k-means clustering for the discrimination of changed and unchanged buildings. Byun et al. [29] introduced a novel unsupervised change detection approach based on image fusion. Shah-Hosseini et al. [30] proposed two automatic kernel-based change detection algorithms based on kernel clustering and support vector data description algorithms in high dimensional Hilbert space. Sinha et al. [31] proposed a rank-based metric selection process through computation of four difference-based indices using a Max–Min/Max normalization approach. Although these unsupervised methods do not need tedious and expensive annotations, certain objective factors such as the atmosphere conditions, sensor calibration, etc., can affect the derived difference image. Moreover, choosing an appropriate threshold to detect change areas is also a very difficult task. Most importantly, the change detection results of unsupervised methods are often unsatisfactory compared with supervised methods.



Considering many change detection methods only utilize the attribute information (color and texture), we further exploit the fact that, in detecting real-world changes, it is very likely that changes occur in a relatively large area, which means the spatially neighboring pixels belong to the same class (change or no change) [14]. This prior, which can be modeled as MRFs, encourages piecewise smooth change detection and eliminates the “superpixel-noises” of active learning results. In either supervised and unsupervised methods, the integration of spatial and attribute information can significantly improve the detection results. To combine spectral and spatial information, Zhu et al. [32] proposed to formulate saliency detection as a maximum a posteriori (MAP) probability estimation problem, which could find the salient regions from the background through MRF learning. In [33], the authors used multitask joint sparse representation and a stepwise MRF framework to effectively handle high data correlation and the spatial coherency. In [34], Li et al. integrated the subspace multinomial logistic regression methods with the multilevel logistic Markov-Gibbs MRF, providing accurate characterization of hyperspectral imagery in both the spectral and the spatial domain. For change detection objective, Yousif et al. [12] proposed the iterated conditional models framework to characterize the relationship between pixels’ class-labels in a nonlocal scale, which effectively preserved spatial details and reduced speckle effects in multi-temporal SAR images. These methods formulate the spatial constraints into MRF model, providing superior performance compared with results when only using attribute information.



As mentioned above, it is a difficult task to construct the large training sample set for supervised methods, which may need extensive field investigations. However, whether a region has changed could be uncertain without human intervention for unsupervised methods. In this paper, our goal is to use the minimum labelling samples to obtain the most reliable change detection results. To reduce the workload of manual annotation, an active learning framework is proposed to improve the effectiveness of limited labelled training data. Active learning can label massive unlabelled instances with minimal cost by selecting the most informative samples from all unlabelled datasets. Then, more accurate change detection can be established with those informative samples. To further improve the detection results, the contextual information is used as spatial constraints to generate MRFs. More specifically, we firstly utilize a superpixel segmentation method, i.e., SLIC algorithm [35], to over-segment one image and use it as a segmentation mask to be applied on another image for the corresponding objects. Then, we extract color and texture features to measure the similarity of corresponding superpixels using the histogram intersection kernel. Based on the feature similarity, we can find a limited number of the most representative superpixels by an unsupervised method, e.g., k-means clustering, and then manually annotate these representative superpixels with “change” or “no change” labels. Next, we can use these samples to train a weak binary classification model, i.e., a Gaussian process model. By using this model, we then select the most informative samples from the unlabelled dataset and manually label them to update the former weak classification model. After a few iterations, we can get a good classification model based on the informative training sample set. Finally, the classification results of pixels are formulated in MRFs. The final change labels from a posterior distribution are built on the active learning classifiers and on a spatial MRFs prior of the change labels.



Although there are many image classification methods using active learning, very few of them directly apply active learning in change detection problems. This study presents an interactive change detection system with active learning and MRFs. The main contributions of this paper are as follows:




	
An interactive object-based change detection framework is proposed, which uses active learning with Gaussian processes to update the change detection results iteratively. After the comprehensive analysis of the sample selection strategy in change detection, a new sample selection method is introduced by choosing the easiest one from several candidate samples with the consideration of the representativeness and the convenience of labelling.



	
The integration of attribute information (including color and texture) and contextual information. The contextual information is introduced to remove the “superpixel-noise” in the detection results of active learning. It is formulated as MRFs and can be efficiently solved by the min-cut-based integer optimization algorithm.








This paper is organized as follows. In Section 2, we briefly review the background about active learning, Gaussian processes and MRFs. In Section 3, we describe the interactive change detection framework using active learning and MRFs in detail. In Section 4, the experimental results on multiple datasets are presented to show the performance of the proposed method. Finally, the conclusion is drawn in Section 5.




2. Background


In this section, the outline of the active learning and Gaussian processes are presented. In addition, the MRF is introduced to integrate the contextual information and attribute information.



2.1. Active Learning


The problem of labelling massive samples in real-world applications with minimal cost has been paid considerable attention in recent years, especially in deep learning and big data areas. It is a difficult task to label different classes of training data in supervised methods, but manual annotation is necessary when the system needs to detect specific categories. Thus, active learning [36] was proposed to select limited training samples and to train the classifiers in machine learning. It is known that a classifier trained on a small set of well-chosen examples can perform as well as a classifier trained on more randomly chosen examples, and the computational complexity is also significantly reduced [37,38,39]. The main task of active learning is to automatically select the most informative and representative instances to efficiently reduce the labelling workload. In most cases, to ensure the completeness of training sets and a good performance in the classification, massive labelling often results in redundant labelled samples. Finding the most informative samples in abundant unlabelled data is the key issue in active learning.



Active learning generally consists of two components [40]: training and query. On the given labelled dataset, the training algorithm usually maintains a series of standard classifiers. The query algorithm tries to select the most informative samples from unlabelled dataset, then the selected samples will be labelled by supervisors and be added into the training sets. After that, the training algorithm obtains a new classifier based on the updated training set. After a number of iterations, the performance of the classifier will be improved. Suppose we have a training set   X   composed by m labelled examples    X =  {  x 1  ,  x 2  , … ,  x m  }   (  x i  ∈  R d  )     with corresponding labels    y =   {  y 1  ,  y 2  , … ,  y m  }  T   (  y i  ∈  { ± 1 }  )    . In active learning, the most informative samples are selected from unlabelled dataset    U =  {  u 1  ,  u 2  , … ,  u n  }   ( n ≫ m )    , where n is the number of unlabelled samples.



There are two main frameworks of active learning [39]: stream-based selective sampling and pool-based selective sampling, which are based on the different data evaluation methods of the unlabelled data. Stream-based sampling needs to set a minimum threshold on the informative evaluation of the unlabelled instances. The instances exceeding this threshold will be queried and labelled. However, the threshold varies for different circumstances, and this method is inapplicable to some cases. For the pool-based selective sampling, some specific criteria are used to sort and query the most informative instances from the pool of unlabelled instances. The pool-based sampling is widely studied and used for many real-world applications in machine learning [41,42,43].




2.2. Gaussian Processes


As for supervised learning, classification uncertainties can be estimated in a Bayesian manner directly with Gaussian processes [44]. A Gaussian process is a stochastic process specified by its mean and covariance function. However, it is difficult to solve large-scale classification problems with high computational complexity using Gaussian processes. In 2012, Freytag et al. [45] put forward the optimization calculation methods for Gaussian processes, which allows estimating these uncertainties with linear or even constant time with respect to the number of training examples.



Given examples   X   and the corresponding labels   y  , we try to estimate the underlying latent function f which maps inputs   X   to outputs   y  . We assume that outputs    y i    are disturbed by Gaussian noise    ϵ ∼ N ( 0 ,  σ 2  ) ,   σ    is the standard deviation of white noise, i.e.,     y i  = f  (  x i  )  + ϵ ,    y i     is the predictive value for testing sample and the symbol of    y i    reflects the category of that sample,    x i    is the descriptor vector for that sample. The Gaussian process uses a non-parameterized Bayesian formulation to solve this problem. Assuming the latent function f is sampled from a Gaussian process with zero mean and covariance (kernel) function   K  , the output    y *    for a new test input    x *   , which is actually the predicted mean value     μ *   (  x *  )    , can be directly obtained from the predictive distribution [45]:


       μ *   (  x *  )     =     k * T    ( K +  σ 2  I )   − 1   y ,      



(1)






       σ * 2   (  x *  )     =     k  * *   +  σ 2  −  k * T    ( K +  σ 2  I )   − 1    k *  ,      



(2)




where    x *    is the descriptor vector for a new test input, y is a vector containing the label values of the training set,     k *  ,  k  * *      and   K   are the kernel values of the test input, between training set and test input, and of the training set itself, respectively. For two input vectors,    x ,  x ′  ∈  R d    , the kernel values of     k *  ,  k  * *      and   K   are computed used the histogram intersection kernel (HIK),


    K  h i k    ( x ,  x ′  )  =  ∑  i = 1  d  min  (  x i  ,  x i ′  )  ,   



(3)







  I   is a unit matrix,    μ *    is the predictive mean and    σ * 2    is the predictive variance. Actually, the symbol of predicted mean    μ *    is the label of test inputs. The computational procedure of Gaussian process is accelerated with histogram intersection kernel.




2.3. Markov Random Fields


In change detection, we have discrete outputs (labels)    y ∈ { ± 1 }    for “change” or “no change”. However, the actual outputs    μ *    of active learning with Gaussian processes are continuous quantities between [−1, 1]. Without any constraint, the final change detection label of active learning is given by:


   y =      s i g n (  μ *  )      μ *  ≠ 0       − 1      μ *  = 0        



(4)







There is no spatial constraint between neighboring samples in this active learning process which only uses attribute information. To integrate the contextual information and attribute information, we formulate the change detection problem in a Bayesian framework [46], wherein the detection process is usually conducted by maximizing the posterior distribution as follows:


   p ( y | x ) ∝ p ( x | y ) p ( y )   



(5)




where    p ( x | y )    is the likehood measure (i.e., the probability of the pairwise feature images given the change results) and    p ( y )    is the prior change probability of pairwise images. Assuming conditional independence of the features given the change results [47], i.e.,    p  ( x | y )  =  ∏  i = 1   i = n   p  (  x i  |  y i  )  , n    is the number of samples, then the posterior results can be written as [34]:


      p ( y | x )     =   1  p ( x )   p  ( x | y )  p  ( y )         =   1  p ( x )    ∏  i = 1   i = n   p  (  x i  |  y i  )  p  ( y )         =     ∏  i = 1   i = n    p (  x i  )    p ( x )    ∏  i = 1   i = n     p (  y i  |  x i  )   p (  y i  )   p  ( y )       



(6)




where      ∏  i = 1   i = n    p (  x i  )    p ( x )     only depends on   x  . Therefore, the MAP change detection can be formulated as:


    y ^  = arg max  {  ∑  i = 1  n  log p  (  y i  |  x i  )  + log p  ( y )  }    



(7)







In this Bayesian framework, the attribute information is represented by    p (  y i  |  x i  )   , which are computed by active learning with Gaussian processes. On the other hand, the spatial prior    p ( y )    is given by an MRF-based prior which assigns neighboring pixels with the same detection label. The MAP change detection    y ^    can be computed by the   α  -Expansion min-cut-based integer optimization algorithm [48].





3. Methodology


Object-based image analysis is a developing and promising alternative to pixel-based image analysis in that it integrates a broad spectrum of object features, therefore it is adopted for our purpose [49]. The whole framework flowchart is shown in Figure 1. The image over-segmentation and superpixel-based feature extraction are the essential steps for object-based analysis of HRRS imagery. Histogram intersection kernel [50] is used to obtain the feature difference map. In the presented method, there is no actual land cover category at the beginning. Thus we first use unsupervised k-means clustering to choose the nearest samples from the clustering centers, and to find a certain number of the most representative objects. Then these selected samples are labelled with “change” or “no change” by users as the initial training set. Next, we can detect the change areas from multi-temporal HRRS images by the active learning with Gaussian processes. The active learning framework stops when the detection result does not change notably or the number of iterations reaches a maximum. After we obtain the detection results of active learning, the contextual constraints are added via the MRF model. The final MAP output is computed by using graph cut.



3.1. Superpixel Segmentation


Existing superpixel segmentation algorithms can be divided into two categories: graph theory based algorithms and gradient descent based algorithms. By comparing the segmentation speed and segmentation results, we finally chose the Simple Linear Iteration Clustering (SLIC) segmentation algorithm [35]. This method can produce consistent superpixels with similar size and shape, and maintain image boundaries at the same time. Furthermore, the segmentation results are convenient for subsequent processing based on the well maintained boundaries.



In this step, the first remote sensing image in the multi-temporal series with complex boundaries is segmented into thousands of superpixels with SLIC. Then the superpixel segmentation result is applied to other temporal remote sensing images to keep the correspondence of superpixels in different images. The region size of superpixels can be set manually in experiments according to the resolution of images.




3.2. Feature Extraction


To distinguish whether the corresponding superpixels have changed, we first need to effectively describe all superpixels with their features. Because of the irregularity of over-segmented superpixels, the enclosing rectangle of each superpixel is taken into consideration. We calculate color and structure features of each rectangular region, then concatenate various features of the same region as the descriptor of that superpixel. Finally all descriptors of the same temporal remote sensing image constitute the feature set of that temporal image. To achieve the efficiency and discrimination of feature description, the discriminate color descriptor (DCD) [51] and scale-invariant feature transform (SIFT) [20] are utilized to represent color and structure information for each superpixel.



DCD represents color feature based on an information theory. RGB color values are clustered together based on their discriminative power in a classification problem [52], so that each cluster has the explicit objective to minimize the decline of mutual information of the final representation. Besides, this kind of color description can automatically maintain photometric invariance to some extent. Thus, we use a universal color representation, which is learned from natural image dataset in Google, to describe our superpixels. The specific theory and calculation process of DCD can be found in [51].



At the same time, we use SIFT descriptor of each superpixel to represent its texture information. The SIFT descriptor is in the modified version consisting of 32-dimension vectors [20]. Considering the superpixel segmentation result of the first temporal image is directly applied to the other images, the texture of superpixels in the first image is relatively homogeneous owing to the homogeneous superpixel segmentation algorithm, but the texture in the second images can be heterogeneous because some changes may occur in the homogeneous area. In other words, the SIFT descriptor is also useful in this scenario.



After calculating color and texture descriptors for all superpixels, all feature descriptors should be normalized according to their categories. The last procedure is concatenating the normalized color and SIFT descriptors to constitute descriptor sets for all temporal remote sensing images.




3.3. Similarity Measurement


To measure the similarity of superpixel pairs at the same location in different temporal remote sensing images, the histogram intersection kernel [53] of feature descriptor is calculated as the similarity metric. The histogram intersection kernel is defined as:


    K  h i k    ( x ,  x ′  )  = m i n  (  x d  ,  x d ′  )  ,   



(8)




where   x   and    x ′    are features of corresponding superpixels in different temporal remote sensing images,    x d    and    x d ′    are the d-th dimension of   x   and    x ′   ,    K  h i k     is the histogram intersection kernel of feature vectors extracted in superpixel pairs. Thus, the similarity metric for each pair of superpixels in different temporal remote sensing images has the same dimension with descriptors for the original superpixels.




3.4. Initial Sample Selection


Before the active learning process, some samples should be selected to build the initial model, which means selecting the most representative samples from the original remote sensing image superpixel pairs using certain selection strategy. Without any category information, we try to use unsupervised means to choose “the most informative” samples and label them as the initial training set. In this study, k-means clustering is utilized to complete this task. Since the detection result is either “change” or “no change”, we choose the superpixel pairs nearest to the clustering centers found by k-means clustering algorithm (   k = 2   ) as the initial samples. All selected initial samples will be annotated by experts, which is simulated by actual change type in the following experiments.




3.5. Interactive Change Detection Based on Active Learning


Based on the initial two categories of samples, the change detection problem is treated as a two-category classification task. We use the labelled samples to train the Gaussian process model. Then according to Equations (1) and (2), we can calculate the predictive mean and variance of unlabelled samples. Next, active learning can train a more accurate Gaussian process model and improve the precision of change detection. Since HRRS images contain huge volumes of data, the process is very complex. To solve this problem, we use the rapid uncertainty computation with Gaussian processes [45] to implement the interactive change detection. The specific components of active learning with Gaussian processes are shown in Figure 2. We note that one of the significant advantages of Gaussian process is that it enables the estimation of classification uncertainties in a Bayesian manner.



The result for the classification problem of two categories in Gaussian processes is very simple, because the symbol of predictive mean directly reflects the classified category. However, the computation complexity of Gaussian processes is    O ( n )   , which means it is not suitable for large scale classification problems. The utilization of Gaussian processes in large scale classification tasks becomes possible since Alexander et al. [45] proposed a series of optimization methods to reduce the computational complexity. The general idea is performing exact large-scale Gaussian process classification with parameterized histogram intersection kernels. The utilization of a full Bayesian model without any sparse approximation enables the learning in constant time. The specific optimization for rapid computation of Gaussian processes has been presented in [41], and the sample selection strategies based on rapid uncertainty computation with Gaussian processes is specified in the following part.



According to our previous work [54], we found that “the predictive mean”, “the uncertainty” and “impact on overall model change” are three relatively better and more stable query strategies for the change detection of HRRS images. Thus, we will review these sample selection strategies briefly and utilize them in experiments.



3.5.1. Sample Selection Criteria


	
The predictive mean



The predictive mean tries to select samples close to the current decision boundary, which belongs to exploitative methods. The predictive mean is given by


    Q  μ *    ( U )  = a r g  min   x i  ∈ U    |  μ *   (  x i  )  |  ,   



(9)




where U is the feature set of unlabelled testing samples.



	
The uncertainty



The uncertainty tries to use the predictive mean and variance to select the most representative samples by making trade-offs between exploitative and explorative methods, which is given by


    Q  u n c    ( U )  = a r g  min   x i  ∈ U      |   μ *   (  x i  )   |      σ * 2   (  x i  )     .   



(10)







	
Impact on the overall model change



The impact [42] tries to choose the samples that will affect the current model heavily even with the most plausible label, which is given by


    Q  i m p a c t    ( U )  = a r g  max   x i  ∈ U    min   y  ( i )   ∈  { ± 1 }          |   μ *   (  x i  )  −  y  ( i )    |     σ * 2   (  x *  )    ·        ( K +  σ 2  I )   − 1    k *        − 1        1  .   



(11)











3.5.2. Labelling the Easiest Sample


In active learning process, “the most informative” sample in theory is chosen from an unlabelled dataset according to query strategies in each iteration. However, this sample is likely to be the most difficult one to distinguish by artificial selection even for professional experts. Thus, we can select some informative candidate samples, and then choose “the easiest” one to label without any uncertainty [55].



First, the new sample selection process chooses n candidate samples     X n  =  {  x 1  ,  x 2  , … ,  x n  }     according to different selecting strategies. Then, the “easiest” sample is selected based on the neighboring similarity. Comparing the similarity between candidate samples and their neighborhoods, we believe that a simple sample has high similarity to its surrounding superpixels. The similarity is defined as:


   N  ( S ,  x i  )  =  ∑  j = 1  R   w j  S i m  (  s j  ,  x i  )  ,   



(12)




where    S = {  s 1  ,  s 2  , … ,  s R  }    is the R neighborhoods of superpixel    x i   .     w j  = R − j + 1   , which means the most similar neighborhood has the highest weight.    S i m (  s j  ,  x i  )    is the Euclidean distance between every neighborhood and the candidate samples    x i   . The smallest one is “the easiest” sample. We label it as “change” or “no change” sample, remove it from unlabelled samples and add to labelled dataset iteratively.





3.6. Refinement with MRF Via Graph Cuts


After interactive change detection using active learning, the outputs    u *    are distributed in    [ − 1 , + 1 ]   . The closer the value is to    + 1   , the more likely the corresponding superpixel has changed. Thus, the individual change probability can be formulated as:


   p  (  y i  |  x i  )  =    u * i  + 1  2    



(13)




where    u * i    is the predicted mean value of Gaussian processes of    i  t h     superpixel. Until now, we have obtained the change probability map of all superpixels in the HRRS images, which has fully used the attribute information. To simplify the neighbor relationship of individual pixels, the change probabilities of superpixels are mapped to every pixel in the original image and the MRF model is formulated at pixel-level. Thus the spatial information can be easily applied by the four neighboring domains.



According to the MRF-based spatial prior [34], the spatial constraints with an MRF can be modeled as,


   p  ( y )  =  1 Z   e  μ  ∑  ( i , j ) ∈ ζ    δ (  y i  −  y j  )      



(14)




where Z is a normalizing constant,    ( i , j ) ∈ ζ    forms the spatial adjacent constraints, and    δ ( y )    is the unit impulse function. The constraint in Equation (14) indicates that neighbors should have the same change result. The pairwise interaction terms    δ (  y i  −  y j  )    attach higher probability to equal neighboring labels than the reverse. In this way, the multilevel logistic (MLL) prior on image labels promotes piecewise smooth change detection, where   μ   is a nonnegative constant which controls the level of smoothness.



To integrate the attribute information    p (  y i  |  x i  )    and contextual information    p ( y )   , the MAP change detection Equation (7) can be rewritten as:


    y ^  = arg min  {  ∑  i ∈ S   − log p  (  y i  |  x i  )  −  μ  ∑  ( i , j ) ∈ ζ    δ (  y i  −  y j  )   }    



(15)







This formulation is a typical MRF problem:     ∑  i ∈ S   − log p  (  y i  |  x i  )     is the data term, and     ∑  ( i , j ) ∈ ζ    δ (  y i  −  y j  )     is the smooth term. In this paper, we utilize the   α  -Expansion graph-cut-based algorithm [48], which yields good approximations to the MAP change detection. More importantly, this method is quite efficient with the computational complexity    O ( n )   , since it can well handle the data complexity increase caused by the analysis from superpixel level to pixel level. The final outputs are the change labels of all pixels in the HRRS image.





4. Experiments


In this section, we test the proposed interactive change detection method on several HRRS images. The experimental results demonstrate the benefits of our active learning method with MRFs for change detection. In these experiments, we can choose any of the query strategies listed above. All those chosen representative samples will be added into the training set after labelling, which is compared with classical SVM classifiers and actual land cover change truth. After that, we briefly test the results of the integration of attribute information and contextual information. Additionally, we compare the original sample selection strategies and the improved sample selection with labelling the easiest sample of active learning. In the experimental results, the most common used change detection indexes, i.e., the overall detection accuracy (OA), detection precision for change area (Pc), detection precision for no-change area (Pu) and Kappa coefficient (KC) are calculated to demonstrate the effectiveness of our methods. The main subsections are reported in the following three parts: (1) introduce the experimental data; (2) present the experimental settings; and (3) analyze the experimental results.



4.1. The Experimental Datasets


We test the proposed method on two sets of WorldView-2 HRRS images. WorldView-2 is a commercial Earth observation satellite, which provides panchromatic imagery of 0.46 m resolution and eight-band multispectral imagery with 1.84 m resolution. It was launched 8 October 2009 and could acquire a new image of any place on the Earth every 1.1 days. The resolution of panchromatic image is relatively higher than multispectral data, and we can obtain a new HRRS image with multi-spectral information by pansharping of green, blue and red bands and radiometric correction. There are two temporal images including green, blue and red bands in each image set. The research area is located in Xilinhaote-Xiwuqi, central Inner Mongolia of China (in Figure 3, red box). The first dataset covers grassland, buildings and lake with size of 3000 × 3000 pixels and resolution of 0.5 m. The main change type is the change from grassland to buildings. Figure 4a shows the image on 18 September, 2013 and Figure 4b shows the image on 12 September, 2015. The second dataset covers road, buildings and grassland and bareland with size of 1000 × 1000 pixels and resolution of 0.5 m. The main change type is the change from grassland to bareland. This dataset is shown in Figure 4c,d with the same time, respectively.




4.2. The Experimental Setup


To conduct our proposed methods, some essential steps and key parameters should be clear. The superpixel segmentation process is the basic process to obtain the regular and homogeneous objects. In our experiments, we use VLFeat open source library (http://www.vlfeat.org/overview/slic.html) to implement the process. The two parameters (regionSize and regularizer) are empirically set as 15 and 0.1, respectively. The regionSize is related to the resolution of images and the general meaningful region size. The regularizer is related to the texture resolution of images. To express the information of every object, we use the concatenation of color [51] and texture features [20], which results in a 82 dimensional vector. For the labelling process in active learning, we label the change truth of the corresponding superpixels when the sample selection process identifies the most informative samples. The GUI interface will simultaneously display the two corresponding selected samples for experts. The labelling process is to select    − 1    for “no change ” and 1 for “change”, which is very easy to implement. To demonstrate the effectiveness of the proposed active learning method for change detection, we compare our method to the typical supervised change detection method, i.e., SVM based classifiers with intersection kernel [50], and several typical unsupervised change detection methods, KI threshold [56], Otsu threshold [57], CVA [58] and IR-MAD [26] methods. In the interactive change detection of active learning, the number of iterations is set to 100, which means that we at most use 104 training samples (including the two changed and two unchanged samples in the initial sample selection process) to conduct the change detection. For active learning with Gaussian processes, we also present the performance of different sample selection strategies. For the MAP change detection with the contextual constraints, the smooth parameter is set    μ = 2    as an empirical value.




4.3. Experimental Results


In this section, we show the experimental results on the above mentioned two datasets and analyze the details about our active learning methods compared with some representative competitors. Figure 5 shows the detection results of change areas for Datset 1. Figure 5a is the change ground truth for Datset 1 in which white means change and black means no-change. Figure 5b is the detection result using SVM. It should be mentioned that by using the same number of training samples, for the supervised method with SVM classifier, we randomly select training samples 100 times and choose the best one (with the highest performance) to obtain the result shown in Figure 5b. Figure 5c,e,g shows the active learning based change detection results of different sample selection strategies, the predictive mean, the uncertainty and impact on the overall model change respectively. Figure 5d,f,h shows the MAP change detection results with the three sample selection strategies. Through the qualitative comparison of the performance of the three different sample selection strategies, the result of uncertainty (Figure 5e) shows the best performance. After adding the contextual constraints, the MAP detection results are relatively better than the pure active learning method regardless of sample selection strategies. Compared with typical supervised method, i.e., SVM classifier, the active learning frameworks are also more competitive. Compared with conventional unsupervised methods, Figure 5i–l shows the results of KI threshold, Otsu threshold, CVA and IR-MAD method. We can see that many change areas are wrongly detected as non-change areas of KI threshold. However the results of Otsu threshold are just the opposite, many non-change areas are wrongly detected as change areas, while the CVA and IR-MAD methods show better results considering the structure of changed areas. Comparing IR-MAD and active learning based on uncertainty (no spatial information), the results are very similar and further analysis is needed.



To further analyze the experimental results, Table 1 presents the quantitative performance indexes of these different methods for Datset 1. Without considering the contextual information, we first compare the active learning methods with other supervised and unsupervised methods. Actually, for the SVM classifier, we repeated the experiment 100 times, the average detection accuracy (OA) is    0.7099 ± 0.0231   . The results of SVM classifier in Table 1 (OA = 0.7459) is the best one among the 100 times, which is still inferior to the active learning method with the uncertainty (OA = 0.7764). In addition, for the random selection of training samples, the results of SVM classifiers fluctuate in a wide range. On the contrary, the results of active learning do not change for the same sample selection strategy. Among the three different sample selection strategies, the OA and KC of active learning based on uncertainty are the highest, which is consistent with the results of qualitative analysis. In addition, compared with the unsupervised methods, the detection precision indexes for change area (Pc) and no-change area (Pu) of change detection based on active learning are much higher than the KI and Otsu thresholds. Then compared with the best one, i.e., IR-MAD, among the four unsupervised methods, our active learning framework based on uncertainty (AL Uncertainty) is still better in terms of OA, Pc, Pu and KC indexes. Furthermore, after the integration of attribute information and contextual information, the MAP change detection results are much better compared with the pure active learning method except for the impact sample selection strategy. Analyzing the qualitative results in Figure 5g,h, we can find that many isolated changed superpixels are fused in the unchange area, so the Pc for the AL Impact MRF method (0.3209) is much smaller than that for the AL Impact method (0.6579). Therefore, with the help of limited reliable labelled samples, the active learning framework for change detection can be superior to typical unsupervised and supervised methods.



Figure 6 shows the results for Dataset 2. The sub-figures are the corresponding results as Figure 5. Table 2 shows the quantitative analysis indexes of different change detection methods. By observing the results of the three different sample selection strategies in Figure 6, we can still find that the active learning based on the uncertainty is the most similar one to the change ground truth. For the SVM classifier, the average accuracy is    0.8370 ± 0.0315   . Comparing with SVM classifier and unsupervised methods, our active learning methods show better performance. Although the indexes of SVM in Table 2 are also competitive, it is the best realized result among 100 times. The random selection of samples leads to unstable results, while the performances of active learning are very stable. Table 2 also indicates that active learning based on the uncertainty has the highest OA and KC indexes, reaching 0.8748 and 0.7251 respectively. In addition, the results of change detection methods based on active learning are much better than the unsupervised ways. In IR-MAD method, a large flatland is misclassified as changed area (see Figure 6l).By observing the original two images, we can find that these misclassified changed areas actually are in different illumination. After adding the contextual constraints, the MAP change detection results are more convincing, the OA and Kappa coefficient of AL Uncertainty MRF achieves 0.9442 and 0.8750 respectively. Therefore, our change detection framework based on active learning and MRFs is more practical in actual circumstances.



By selecting the most informative samples to train the active learning model, our interactive framework performs very well in the detection of change areas of HRRS images. The results of the AL methods are very stable as compared to the unstable SVM classifier. Compared with typical supervised and unsupervised change detection methods, our active learning method uses very limited training samples, but it yields much better results. In addition, the integration of attribute information and contextual information further improves the change detection results.





5. Discussion


Change detection is a very important issue in the interpretation of multi-temporal HRRS imagery. In this paper, we firstly analyze the pros and cons of the typical supervised and unsupervised change detection methods and then we introduce an interactive change detection method based on active learning and MRFs. The objective is to use active learning to find the most informative samples and obtain the best change detection results. In our experiments, we use three different sample selection strategies to test the performance, and find out that the uncertainty measure can find the most informative samples under the same iteration setting. In our method, the manual annotation can be reduced substantially, and after the integration of attribute information and contextual information, a desirable detection result can be obtained.



In the original active learning model, based on the sample selection criteria in Section 3.5.1, the most informative sample is the one in the front of the queue. However, this sample is often very difficult to label even for experts, but the labelling is the key problem for a good detection result. Thus we first select the front m (e.g.,    m = 10   ) samples from the queue, and then select the most distinguished one for manually annotation from these candidates. This strategy is called labelling the easiest sample, which is described in Section 3.5.2. Table 3 shows the comparison of change detection results of the original active learning with our improved one. Under the same sample selection criterion, i.e., the uncertainty, the performance indexes of our improved active learning is relatively better than the original one on the two datasets, especially the Kappa coefficient, about 2.7% higher and 1.8%, respectively. Although this treatment does not change the essence of annotation, it makes the labelling more reliable. In addition, the spatial constraints using contextual information also greatly promote the performance, increasing the Kappa coefficient by 5.8% and 14.99%, respectively.



To further compare the change detection results, the McNemar test was employed [59]. The confusion matrix is formed based on the agreements and disagreements of AL Uncertainty MRF and the other one method. The difference between two methods is significant when the test index, p-value is less than 0.05. The proposed method (AL Uncertainty MRF) is compared with five representative methods, i.e., the typical supervised method (SVM), AL Uncertainty, AL Mean MRF, AL Impact MRF and the typical unsupervised method (IR-MAD). Table 4 and Table 5 are the McNemar’s test results for Datset 1 and Dataset 2, respectively.    f 11    denotes the number of pixels with the wrong detection for both AL Uncertainty MRF and other methods,    f 12    denotes the number of pixels that are correctly detected by AL Uncertainty MRF but wrongly detected by the other,    f 21    denotes the number of pixels that are wrongly detected by AL Uncertainty MRF but correctly detected by the other, and    f 22    is the number of pixels with the correct detection in both methods. Compared with the typical supervised and unsupervised methods (SVM and IR-MAD), the proposed AL Uncertainty MRF is much better. Compared with the improved AL Uncertainty, AL Uncertainty MRF also shows better performance, which illustrates the effectiveness of combining MRF. Furthermore, by comparing the active learning methods based on different sample selection strategies, we can also observe that the method based on uncertainty is the best one. In summary, the McNemar’s tests further show significant improvement of the AL Uncertainty MRF based method over the other five methods.



The above described active learning methods are all conducted on proper settings of parameters (Section 4.2). The two key parameters for our method are object size and the number of iterations. The size of objects are obtained empirically, which is also related to the image resolution. Pixel-based change detection can also work with this active learning framework, but it is very time consuming. Figure 7 shows the gains of active learning after different number of iterations. Accuracies after every query are evaluated on disjoint test set using the area under receiver operator curves (AUC). Generally, the accuracy index first increases and then keeps stable with the increase of the number of iterations. There are some performance fluctuations for small numbers of iterations. The reason is that every added training sample plays a very important role in the model training when the number of samples is small. Thus if an inaccurate sample is selected for training the model, the performance will degrade. However, when the number of iterations is larger, the effect of limited inaccurate samples can also be reduced. This is why the performance finally improved. Generally, the performances of the Gaussian process based on the uncertainty (gp-unc, in blue) are relatively better than the Gaussian process based on the mean value (gp-mean, in red) for both two datasets. When adding a new training sample, the performance gains of different query strategies vary. Thus, adding new samples when the training sample set is not complete, the performance gain of gp-mean maybe better than gp-unc. However, after we add enough and complete training samples, the performances of different query strategies trend to be stable and the performance of gp-unc is relatively better than gp-mean (after number of queries above 80).




6. Conclusions


In this paper, an interactive change detection method has been proposed to detect changes of multi-temporal HRRS images using active learning and MRFs. The main contributions are twofold. We first use active learning with Gaussian processes to iteratively optimize the detection model, which address three different sample selection strategies with labelling the easiest sample. Then, we integrate attribute (color and texture) information and contextual information into the MRFs, so that the MAP change detection can be efficiently computed via the min-cut-based integer optimization algorithm. With the active learning framework and MRFs, our method can achieve competitive detection results using very limited training samples. Both qualitative and quantitative analyses of the experimental results demonstrate the satisfactory performance of the proposed change detection framework. In the experiment, we also observe that the uncertainty is the relatively better and more stable query strategy for the change detection of HRRS images. By using the contextual constraints, the posterior detection results can be more competitive with the state-of-the-art. In the future, we intend to explore more stable and discriminative sample selection strategies and extend our methods to SAR image change detection.







Acknowledgments


This work was supported in part by the National Natural Science Foundation of China (NSFC) (No. 61631011 and No. 61331016 ), the CETC key laboratory of aerospace information applications under Grant KX162600018 and the Inner Mongolia Science & Technology Plan (No. 20140155 and No. 20131108). Sincere thanks are given to the anonymous reviewers and members of the editorial team for their comments and valuable contributions. We also thank Guoan Bi from Nanyang Technological University and Ryan Mccay from University of Missouri for proofreading.




Author Contributions


Hui Ru and Wen Yang provided the original idea for the study; Guang Hua and Pingping Huang contributed to the discussion of the design; Huai Yu and Wen Yang conceived and designed the experiments; Huai Yu and Hui Ru performed the experiments, supervised the research and contributed to the article’s organization; and Huai Yu drafted the manuscript, which was revised by all authors. All authors read and approved the final manuscript.




Conflicts of Interest


The authors declare no conflict of interest.




Abbreviations


The following abbreviations are used in this manuscript:



	HRRS
	High resolution remote sensing



	BOVW
	Bag of visual words



	DCD
	Discriminate color descriptor



	SIFT
	Scale-invariant feature transform



	SLIC
	Simple linear iteration clustering



	MRF
	Markov random field



	MAP
	Maximum a posteriori



	MLL
	multilevel logistic



	SVM
	Support vector machine



	IR-MAD
	Iteratively reweighted multivariate alteration detection



	CVA
	Change vector analysis



	PCA
	Principal component analysis



	AL
	Active learning



	AUC
	Area under curve
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Figure 1. The flow chart of the whole interactive change detection system. 
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Figure 2. Active learning with Gaussian processes. 
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Figure 3. The location of research area. 
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Figure 4. Two datasets of World View-2 high resolution remote sensing images of Inner Mongolia: (a) Dataset 1 (Before); (b) Dataset 1 (After); (c) Dataset 2 (Before); and (d) Dataset 2 (After). 






Figure 4. Two datasets of World View-2 high resolution remote sensing images of Inner Mongolia: (a) Dataset 1 (Before); (b) Dataset 1 (After); (c) Dataset 2 (Before); and (d) Dataset 2 (After).



[image: Remotesensing 09 01233 g004]







[image: Remotesensing 09 01233 g005 550] 





Figure 5. The change detection results for Datset 1: (a) Ground Truth; (b) SVM; (c) AL Mean; (d) AL Mean MRF; (e) AL Uncertainty; (f) AL Uncertainty MRF; (g) AL Impact; (h) AL Impact MRF; (i) KI Threshold; (j) Otsu Threshold; (k) CVA; and (l) IR-MAD. 
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Figure 6. The change detection results for Dataset 2: (a) Ground Truth; (b) SVM; (c) AL Mean; (d) AL Mean MRF; (e) AL Uncertainty; (f) AL Uncertainty MRF; (g) AL Impact; (h) AL Impact MRF; (i) KI Threshold; (j) Otsu Threshold; (k) CVA; and (l) IR-MAD. 
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Figure 7. Gain of active over passive learning: (a) absolute gain on Datset 1; and (b) absolute gain on Dataset 2. 
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Table 1. The comparison of different change detection results for Datset 1.
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	Strategy
	OA
	Pc
	Pu
	Kappa





	SVM
	0.7459
	0.6296
	0.8116
	0.4448



	AL Mean
	0.7593
	0.6795
	0.8043
	0.4811



	AL Mean MRF
	0.7921
	0.7405
	0.8213
	0.5550



	AL Uncertainty
	0.7764
	0.7222
	0.8070
	0.5220



	AL Uncertainty MRF
	0.8040
	0.7572
	0.8304
	0.5803



	AL Impact
	0.7527
	0.6579
	0.8062
	0.4640



	AL Impact MRF
	0.7134
	0.3209
	0.9352
	0.2920



	KI Threshold
	0.6285
	0.6418
	0.6209
	0.2460



	Otsu Threshold
	0.6728
	0.2036
	0.9379
	0.1663



	CVA
	0.7664
	0.5136
	0.9092
	0.4550



	IR-MAD
	0.7613
	0.7006
	0.7956
	0.4895
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Table 2. The comparison of different change detection results for Dataset 2.
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	Strategy
	OA
	Pc
	Pu
	Kappa





	SVM
	0.8717
	0.8603
	0.8771
	0.7153



	AL Mean
	0.8623
	0.7657
	0.9176
	0.6967



	AL Mean MRF
	0.9276
	0.8909
	0.9451
	0.8347



	AL Uncertainty
	0.8748
	0.7889
	0.9240
	0.7251



	AL Uncertainty MRF
	0.9442
	0.9538
	0.9396
	0.8750



	AL Impact
	0.8505
	0.7615
	0.9015
	0.6725



	AL Impact MRF
	0.9291
	0.8409
	0.9713
	0.8337



	KI Threshold
	0.4736
	0.9678
	0.1907
	0.1223



	Otsu Threshold
	0.6122
	0.8570
	0.4721
	0.2821



	CVA
	0.8139
	0.6676
	0.8837
	0.5644



	IR-MAD
	0.7997
	0.7471
	0.8249
	0.5554
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Table 3. The comparison of improved active learning with the original active learning.
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Strategy

	
OA

	
Pc

	
Pu

	
Kappa






	
Dataset 1

	
Original AL

	
0.7609

	
0.7280

	
0.7795

	
0.4947




	
Improved AL

	
0.7764

	
0.7222

	
0.8070

	
0.5220




	
Improved AL MRF

	
0.8040

	
0.7572

	
0.8304

	
0.5803




	
Dataset 2

	
Original AL

	
0.8658

	
0.7921

	
0.9079

	
0.7072




	
Improved AL

	
0.8748

	
0.7889

	
0.9240

	
0.7251




	
Improved AL MRF

	
0.9442

	
0.9538

	
0.9396

	
0.8750
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Table 4. The McNemar’s test between AL Uncertainty MRF with other five methods for Datset 1.
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	Method
	    f 11  ×  10 6    
	    f 12  ×  10 6    
	    f 21  ×  10 6    
	    f 22  ×  10 6    
	    χ 2  ×  10 6    
	p





	SVM
	1.1465
	1.1408
	0.6182
	6.0944
	0.1553
	<0.001



	AL Uncertainty
	1.2969
	0.7583
	0.4678
	6.4769
	0.0688
	<0.001



	AL Mean MRF
	1.3771
	0.4938
	0.3877
	6.7414
	0.0128
	<0.001



	AL Impact MRF
	1.0087
	1.5700
	0.7560
	5.6652
	0.2848
	<0.001



	IR-MAD
	0.8803
	1.2680
	0.8844
	5.9673
	0.0683
	<0.001
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Table 5. The McNemar’s test between AL Uncertainty MRF with other five methods for Dataset 2.
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	Method
	    f 11  ×  10 5    
	    f 12  ×  10 5    
	    f 21  ×  10 5    
	    f 22  ×  10 5    
	    χ 2  ×  10 5    
	p





	SVM
	0.2702
	1.0165
	0.2872
	8.4261
	0.4079
	<0.001



	AL Uncertainty
	0.3306
	0.8939
	0.2269
	8.5486
	0.3970
	<0.001



	AL Mean MRF
	0.3553
	0.3626
	0.2022
	9.0799
	0.0456
	<0.001



	AL Impact MRF
	0.2181
	0.4818
	0.3393
	8.9607
	0.0247
	<0.001



	IR-MAD
	0.1798
	1.8189
	0.3777
	7.6237
	0.9456
	<0.001
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