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Abstract: Lidars have gained a lot of popularity in the field of wind energy, partly because of their
potential to be used for wind turbine control. By scanning the oncoming wind field, any threats
such as gusts can be detected early and high loads can be avoided by taking preventive actions.
Unfortunately, lidars suffer from some inherent weaknesses that hinder measuring gusts; e.g., the
averaging of high-frequency fluctuations and only measuring along the line of sight). This paper
proposes a method to construct a useful signal from a lidar by fitting a homogeneous Gaussian velocity
field to a set of scattered measurements. The output signal, an along-wind force, acts as a measure
for the damaging potential of an oncoming gust and is shown to agree with the rotor-effective wind
speed (a similar control input, but derived directly from the wind turbine’s shaft torque). Low data
availability and the disadvantage of not knowing the velocity between the lidar beams is translated
into uncertainty and integrated in the output signal. This allows a designer to establish a control
strategy based on risk, with the ultimate goal to reduce the extreme loads during operation.
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1. Introduction

There has been a lot of interest in using lidar for wind energy in the recent years, for example
to assess the energy yield on a site or to validate a turbine’s power curve. Another very promising
application is in the form of lidar-assisted control systems to reduce the loads on turbines during
operation. Such systems use a lidar to scan the oncoming wind field to obtain information on the
velocity field. Knowing what to expect allows a controller to anticipate any strong perturbations
(e.g., gusts), for instance by preventively lowering the thrust on the rotor by pitching the blades. This is
different from the conventional feedback controllers used presently, which operate by regulating the
generator torque and speed with the big disadvantage that they can only react to past events. Severe
gusts, with the potential to trigger extreme loads, can therefore only be dealt with after they have hit the
rotor. The potential of lidar-assisted control for the reduction of fatigue and extreme loads is recognized
in multiple studies [1–4]. A study by Schlipf et al. [5] showed a 51% reduction in loads resulting from
an extreme operating gust as prescribed by the International Electrotechnical Commission (IEC) [6].
Although the study was performed with a uniform velocity field—not necessarily representative of a
real-life event—it shows that lidar-assisted controllers have great potential for gust control when given
the proper input.

Although lidars are generally regarded as being suitable tools to assess the mean wind speed, they
suffer from some inherent weaknesses that hinder the measurement of gusts. Doppler lidar systems
operate by sending out a laser beam and measuring the Doppler shift as the light scatters back from the
natural aerosols. Wind speeds are normally averaged along the length of the pulse by range weighting,
thereby losing information about the high frequencies. Moreover, lidars are inherently confronted
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by the so-called cyclops dilemma [7], meaning that only the wind speed component along the line of
sight can be measured. In addition, nacelle-mounted lidars can be plagued by low data availability,
for instance due to the passing of the blades in front of the lens. These issues are addressed in several
studies that focus on using lidar measurements to obtain mean wind and turbulence properties [8–11]
or achieve real-time wind field construction [12].

However, what a controller ultimately wants to use is one or a set of inputs that have a direct
impact on the performance of the entire rotor disk. This is why some authors prefer a rotor-effective or
blade-effective wind speed [13–15] instead of the full velocity field. Therefore, in order to make any
decision on what action to take in response to an oncoming threat, one requires a method to turn a set
of (possibly scattered) measurements into useful information. In addition, the inherent weaknesses of
the lidar induce some degree of uncertainty, which needs to be taken into account.

In this paper, we propose a method to assess the severity of an oncoming gust. This is done by
fitting a homogeneous Gaussian velocity field to a set of scattered point measurements, of which the
statistics can be derived analytically. The velocity field allows one to predict the along-wind force
acting on the rotor area, which is a measure of the damaging potential of a gust and can be used
as control input. Additionally, the uncertainty coming from only knowing the velocity along the
lidar beams can be included with the along-wind force in a straightforward fashion. The method is
demonstrated by an example of a gust measured in the field by a pulsed lidar system mounted on the
nacelle of a 5 MW wind turbine. Furthermore, we validate the outcome by comparing the resulting
along-wind force with the rotor-effective wind speed, which is a signal derived from the turbine’s
shaft torque and is considered representative for the rotor thrust force.

2. Methods

2.1. Lidar Set-Up

The set-up consists of an Avent-Lidar five-beam prototype pulsed lidar system mounted on the
nacelle of a Darwind XD115-5MW wind turbine (XEMC Darwind B.V., Hilversum, The Netherlands),
having a rotor diameter of 115 m and a hub height of 100 m. The turbine is located at the test field of
the Energy Research Centre of the Netherlands (ECN) in the Wieringermeer polder, surrounded by flat
homogeneous terrain.

The lidar provides measurements at 10 range gates simultaneously, from 50 to 185 m upwind
(see Figure 1). It samples the velocity along five beam positions every 1.25 s (changing position
every 0.25 s). Next to a center beam position (0), there are four beam positions (1–4) that make
a 15◦ angle with respect to the horizontal plane.
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Figure 1. Drawing of the pulsed lidar system, mounted on the nacelle of a Darwind XD115-5MW
wind turbine.
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2.2. The Velocity Field around Measurement Points

The lidar averages the velocities over the beam path. For a pulsed lidar in particular, this can be
modeled by a Gaussian pulse shape [16]. The velocities at a distance, r, measured by the range gate at
R, are then weighted according to

w(r) =
1

2∆R

[
erf

(
R− r + 1

2 ∆R
∆Z

)
− erf

(
R− r− 1

2 ∆R
∆Z

)]
, (1)

where ∆R is the spacing between the range gates, ∆Z is the e−1 radius of the pulse, and erf(x) is the
error function. The e−1 radius of the pulse is derived from the full-width-at-half-maximum pulse
width (FWHM):

∆Z =
FWHM

2
√

ln 2
, (2)

where FWHM = 30 m for the set up used in this paper. If the streamwise component of the wind
speed is much larger than the lateral and vertical components (i.e., u� v, w), the line-of-sight velocity
measured at the point xj =

[
xj, yj, zj

]T is

uLOS,j ≈ cos ϕj

∫
u(xj + r, yj, zj)w(r)dr, (3)

where ϕ is the beam angle. The velocity error (or directional bias) included with the u-component is
given by [15]:

εu = tan ϕ (v sin ψ− w cos ψ) , (4)

where ψ is the lidar azimuth angle. For example, on an IEC class A site [6] and ϕ = 15◦, the
root-mean-squared error with respect to the longitudinal component is on the order of 5% at
a ten-minute mean wind speed of ū = 4 m/s, decreasing to 3% at ū = 12 m/s. The error can
be significant when the v- or w-components are significant (e.g., at lower wind speeds, in an unstable
atmosphere, or when using larger beam angles). Still, for wind turbines in particular it should be
manageable, considering that the relevant extreme loads are generally found at and around the rated
wind speeds (on the order of 10–12 m/s) and often under neutral atmospheric conditions.

Assuming that the points x1, . . . , xn advect downstream unchanged with the mean wind speed,
the result is a domain with n scattered measurements over a certain time period (see Figure 2). Based on
this, the surrounding velocities are part of a conditional field given by

û(x) =
{

u(x) |
∫

u(x1 + r, y1, z1)w(r)dr =
uLOS,1

cos ϕ1
, . . . ,

∫
u(xn + r, yn, zn)w(r)dr =

uLOS,n

cos ϕn

}
, (5)

where u = [u, v, w]T is the velocity vector.
The turbulent wind field is highly random in nature and a full three-dimensional velocity field

cannot be captured by the lidar. Still, it is possible to rely on statistics and cross-correlations in order to
make the best estimate for the space between the measurement points. The idea is that the spectral
characteristics of a homogeneous velocity field (including randomly spawned gusts) can be described
by the spectral tensor:

Φ(κ) =
1

(2π)3

∫
R(r)e−iκ·r dr, (6)

which is the Fourier transform of the covariance tensor:

R(r) =


E [u(x)u(x + r)] E [u(x)v(x + r)] E [u(x)w(x + r)]

E [v(x)u(x + r)] E [v(x)v(x + r)] E [v(x)w(x + r)]

E [w(x)u(x + r)] E [w(x)v(x + r)] E [w(x)w(x + r)]

 . (7)
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The theory behind this is well-established (e.g., see [17]), and many spectral models for
boundary-layer atmospheric turbulence exist in literature [18].

t
t + 0.25 s t + 0.50 s

t + 0.75 s t + 1.00 s

t t + 0.25 s t + 0.50 s
t + 0.75 s t + 1.00 s

ū(x)
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uLOS,1

uLOS,2

uLOS,3

uLOS,j−1

uLOS,j
uLOS,j+1

uLOS,n−1
uLOS,n

Figure 2. A collection of line-of-sight velocities measured within a certain time period. The distance
between the range gates is ∆R = 15 m. Every time step, the points advect downstream with a mean
velocity ū(xj).

As long as û(x) is homogeneous and Gaussian distributed around the mean, ū(x), it is possible
to estimate this field as:

û(x) = ū(x) + ∑
κ

C(κ)n̂(κ)eiκ·x, (8)

where κ =
[
κx, κy, κz

]T is the wave number vector. The matrix, C, can be derived from the spectral
tensor by:

C(κ)C∗(κ) =
∫

∆κ

Φ(κ− κ′)dκ′, (9)

with ∗ denoting a conjugate transpose. Moreover, n is a white noise vector that is distributed according
to a circularly symmetric complex normal distribution, CN (0, I); i.e.,[

Re(n)
Im(n)

]
∼ N

([
0
0

]
, 1

2

[
I 0
0 I

])
. (10)

Since Equation (8) is a straightforward summation, it can easily be replaced by a matrix-vector product:

û(x)− ū(x) = Ψn̂, (11)

where
Ψ =

[
. . . , C(κj−1)e

iκj−1·x, C(κj)e
iκj ·x, C(κj+1)e

iκj+1·x, . . .
]

, (12)

n̂ =



...
n̂(κj−1)

n̂(κj)

n̂(κj+1)
...


. (13)

The streamwise velocity component follows in a similar fashion from the first row of the matrix Ψ:

û(x)− ū(x) = Ψun̂, (14)

where
Ψu =

[
. . . ,

[
Cuu(κj), Cuv(κj), Cuw(κj)

]
eiκj ·x, . . .

]
. (15)
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Then, on the basis of a set of n point measurements of the horizontal wind speed, contained in
the vector

b =


uLOS,1/ cos ϕ1 − ū(x1)

uLOS,2/ cos ϕ2 − ū(x2)
...

uLOS,n/ cos ϕn − ū(xn)

 , (16)

the vector n̂ that satisfies (5) follows from a conditional distribution:

n̂ = {n |Yn = b} , (17)

where Y is constructed from the matrix Ψu (15):

Y =



. . . , W(κx,j)
[
Cuu(κj), Cuv(κj), Cuw(κj)

]
eiκj ·x1 , . . .

. . . , W(κx,j)
[
Cuu(κj), Cuv(κj), Cuw(κj)

]
eiκj ·x2 , . . .

...

. . . , W(κx,j)
[
Cuu(κj), Cuv(κj), Cuw(κj)

]
eiκj ·xn , . . .


, (18)

where W(κx) is the Fourier transform of the range-weighting function, w(r). Because n̂ is assumed to
be Gaussian, its statistics are given by

n̂ ∼ N
(

Y∗ (YY∗)−1 b, I− Y∗ (YY∗)−1 Y
)

, (19)

with Y∗ (YY∗)−1 being the right (pseudo) inverse of Y. This means that the statistics of the velocity
field û(x) follow in a straightforward fashion from Equations (12) and (19):

E [û(x)] = E [ū(x)] + ΨE [n̂] , (20)

E [û(x)] = ū(x) + ΨY∗ (YY∗)−1 b, (21)

var [û(x)] = var [ū(x)] + Ψvar [n̂]Ψ∗, (22)

var [û(x)] = ΨΨ∗ −ΨY∗ (YY∗)−1 YΨ∗. (23)

2.3. An Expression for the Risk of Severe Wind Gusts

An often-used simplification for gusts is Taylor’s frozen turbulence hypothesis, which assumes
that a gust structure remains unchanged over a certain sampling period. This has been shown to
hold for at least the low wave numbers [19] (containing the majority of the momentum). With only
streamwise advection (i.e., ū = [ū, 0, 0]T), the momentum balance in x-direction is then

ρū
∂u
∂x

= −∂p
∂x

, (24)

where ∂p/∂x is the streamwise pressure gradient and ρ the air density. This leads to

∂

∂x
(ρūu + p) = 0, (25)

and eventually results in
p + ρūu = const, (26)

with the constant being the stagnation pressure. The force applied to a plane A, perpendicular to the
flow, can be found by integrating the dynamic pressure term, ρūu:
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F(r) = ρ
∫∫
A

ū(r, y, z)u(r, y, z)dy dz, (27)

where F is used to denote the along-wind force at a distance r upwind (i.e., the rate at which momentum
is advected through the plane A).

This along-wind force, in essence proportional to a weighted dynamic pressure, is seen in other
fields as well. In aerospace engineering (rocketry in particular), the maximum stresses experienced by
a structure in a flight envelope is often linked to the point of maximum dynamic pressure, referred
to as the “max Q”. For wind turbines, this could be a very simple yet effective way of expressing the
damaging potential of an oncoming gust (see Figure 3). Irrespective of what happens at the rotor
plane, the force F is directly connected to the structural loads. In addition, since the frozen turbulence
assumption prevents any squared velocity terms from occuring in Equation (27), it follows that F is
also Gaussian distributed. It is then straightforward to incorporate the uncertainty on the basis of an
estimated streamwise velocity field, û(x):

E
[
F̂(r)

]
= ρ

∫∫
A

ū(r, y, z)E [û(r, y, z)] dy dz, (28)

var
[
F̂(r)

]
= ρ2 A

∫∫
A

ū2(r, y, z)var [û(r, y, z)] dy dz. (29)

A u(x)

TF F
(upwind) (downwind)

r

Figure 3. The along-wind force, F, is a good measure for the risk associated with an upcoming gust.
The thrust force, T, which dictates the loads acting on the structure, is a result of momentum transfer
between the wind and the rotor and is difficult to predict in advance. However, the severitiy (i.e., the
damaging potential) of a gust, is captured by the upwind F.

3. Results

The example shown in this section is based on a 17 m/s velocity peak (≈ ū + 5σu) measured by
the center beam at a range of r = −140 m on 22 December 2013. During this time, the turbine was
not affected by the wake of neighboring turbines or met masts and was operating under a slight yaw
misalignment of −2.5◦ (taken as the difference between the turbine’s yaw angle and the wind direction
measured at 97 m height by the neighboring met mast). The ten-minute mean hub height wind speed
measured at the r = −140 m range gate was about 13.3 m/s with a longitudinal turbulence intensity
of 5.9% (taken directly from the lidar). Considering that the terrain is flat and homogeneous, a neutral
wind shear profile was fitted to the ten-minute mean wind speeds measured along beam positions 0, 1,
and 3 (again, at r = −140 m):

ū(z) = ū(zref)
ln (z/z0)

ln (z/zref)
, (30)

yielding a roughness length of z0 ≈ 0.55 m, which is representative of the site [20]. Furthermore, a
spectral tensor Φ(κ; L, αε2/3, Γ) according to [21], was set up with L ≈ 25 m, αε2/3 ≈ 0.16 m4/3/s2,
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and Γ ≈ 3. The length scale was estimated from the average of 12 ten-minute spectra from the
preceding two hours (see Figure 4). The αε2/3 parameter was found by scaling the u-component of the
spectral tensor to match the ten-minute longitudinal variance along the center beam:∫

W2(κx)Φuu(κ)dκ = σ2
u,LOS, (31)

where again the filtering with W denotes the effect of range-weighting. The shear parameter, Γ, was
taken from [22] to match neutral atmospheric conditions.
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0.10
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0.25

Wave number, κx [rad/m]

κ
xS
(κ

x)
[m

2 /s
2 ]

Figure 4. Longitudinal velocity spectrum, taken as the average of 12 ten-minute spectra measured
along the center beam over the 2 h period preceding the gust event. During this period, the conditions
were comparable (12.5 ≤ ū ≤ 16.0 m/s) and the wind direction was relatively constant (±5◦).

Figure 5 shows slices of the velocity field fitted to one full measurement cycle (10 ranges × 5 beam
locations: n = 50), at a time where all five beams were available. Figure 5a,c shows a slice of the wind
field at a distance r = −140 m. Figure 5b,d shows the xz-plane through y = 0. Figure 5a,b show that
it is possible, even with a collection of scattered points, to make an educated guess of the size of an
upcoming gust structure. At the same time, Figure 5c,d are able to show approximately how reliable
these estimates are. A variance of var [û] = 0 implies that the velocity is known for certain, whereas a
variance of var [û] = σ2

u implies that there is no knowledge about the field but the ten-minute statistics.
Of course, the uncertainty is the lowest along the direction of the beam, although it never reaches zero
because of range weighting and beam pointing. Figure 5c also shows that the range gate at x = −140 m
is a convenient one to rely on, since it provides good coverage of the rotor disk (although all 50 points
are used to estimate û(x)).

Figure 6 shows how the estimated along-wind force, F̂, through the disk at r = −140 m is
constructed from the individual beam signals. First, Figure 6a shows the expectation plus 1–3
standard deviations, corresponding to an exceedance probability of 15.9%, 2.3%, and 0.1%, respectively.
The highest peak of the signal, at t ≈ 0, approximately matches the peaks in the velocity signals, which
is what one would expect. The fact that the velocity peaks stay above the mean for a relatively long
period (10–20 s) is already an indication that the gust structure is large and contains a lot of momentum.
At the same time, very localized peaks, such as u0 at t = −70 s, hardly have an effect on the total
along-wind force.

Shown in Figure 6b is the variance associated with F̂, which is a direct result of the data availability.
The lidar can only supply a set of point measurements along several beams and all the space in between
is translated into uncertainty. This uncertainty not only includes the probability that a certain measured
peak is very local, but also the possibility of another, higher velocity peak being hidden between the
beams. It also means that, if the flow is strongly correlated with itself, the quality of the forecast
would naturally increase because one point measurement is more representative of its surroundings.
Another source of uncertainty is that not all five lidar beams are available every full cycle, which is
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why the variance fluctuates over time. This is due to the rotor blades passing in front of the beam and
the overall technical availability of the lidar system.
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Figure 5. Streamwise velocity fields based on one full cycle of measurements (n = 50). The dots
pinpoint the locations of the individual points, including the distance they are expected to have
advected within the 1.25 s measurement period (see Figure 2). (a) the expectation of û(r, y, z) (i.e., in the
yz-plane at r = −140 m); (b) the expectation of û(x, 0, z); (c) the variance of û(r, y, z) with respect to the
longitudinal variance, σ2

u ; and (d) the variance of û(x, 0, z) with respect to the longitudinal variance, σ2
u .
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Figure 6. Construction of an estimated along-wind force, F̂ (a), and its variance (b), from five individual
velocity signals, u0, . . . , u4 (c–g) at the r = −140 m range gate (where 0–4 are the beam positions).
The time series are centered around a gust event at t = 0.

As a validation check, the expected along-wind force, E
[
F̂
]
, is compared to the rotor-effective

wind speed, which is a pseudo signal derived from the shaft torque, Q, and should be representative of
the loads. Using this as an input for feed-forward control has shown to improve the turbine behavior in
the case of severe wind gusts [13,23] and has been used extensively by ECN for research and operation.
The rotor-effective wind speed, Ueff, follows from

Q = 1
16 ρCQ(θ, λ)πD3U2

eff, (32)

where D is the rotor diameter and CQ is a dimensionless torque coefficient that depends on the blade
pitch angle, θ, and tip speed ratio, λ. A comparison of Ueff with the predicted along-wind force,
shown in Figure 7, confirms that the method is able to capture the most important trends well (i.e., the
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low-frequency up- and downcrossings). The signals cannot be expected to match perfectly, however,
since Ueff is affected by any actions taken by the controller and also contains a lot of high-frequency
noise coming from structural vibrations.
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Figure 7. Comparison of the along-wind force forecasted with lidar (including a 10.5 s delay to account
for steady advection from r = −140 m to r = 0 m with ū = 13.3 m/s) and the rotor-effective wind
speed derived from the turbine shaft torque (downsampled to 1 Hz for clarity).

4. Discussion

The expected along-wind force at a certain upwind distance, E
[
F̂(r)

]
, together with its variance,

is a single signal that can be easily compared to some threshold value, making it possible to devise
a control strategy based on avoiding risk. For example, if a designer accepts a 0.1% probability of
F exceeding 3.0 MN, the controller would need to take action if E

[
F̂(r)

]
+ 3σF > 3.0 MN. Avoiding high

loads is then done by collectively pitching the blades to decrease the rotor thrust. Modern-day
multi-megawatt turbines can pitch at a rate of ±10 deg/s, which should be fast enough to handle
a gust measured 140 m upwind (especially when considering that the highest loads are generally
found around rated wind speeds in the order of 10–12 m/s). Distilling the lidar measurements into
a single force also helps to put individual velocity peaks into perspective. This is needed to avoid
unnecessary control actions that could lead to power fluctuations, additional loading, and wear in
the actuators. Alternatively, if the integral in Equation (27) is carried out per rotor annulus, it could
provide a set of signals to a smart rotor (i.e., a machine with flaps distributed along its blades).

How well the statistics of F match with reality will depend on how close u(x) is to a stationary
homogeneous Gaussian velocity field. Stationarity will not be the case during a storm or at the outflow
boundary of a downdraft. Homogeneity is usually a questionable assumption for large vertical
separations or under stable conditions. For example, the velocity variances, σ2

u , σ2
v , and σ2

w, usually
decrease with height [24]. This would mean that the severity of gusts will likely be underpredicted
in the bottom half of the rotor plane (where the turbulence intensity is actually higher than what is
predicted at hub height) and overpredicted in the upper half. Due to the shape of the variance profile,
this will likely lead to a conservative estimate for F. It is possible to use an alternative shape of the
spectral tensor to account for the vertical inhomogeneity (e.g., Φ(κx, κy, z)), but that requires more
information of the flow than lidars currently can provide. Furthermore, Gaussianity is a property that
is violated on a smaller scale [25]. However, this should not have a major impact on the quality of the
forecast, since most of the momentum is carried by the large-scale flow structures. In any case, some
future work will have to be done on validating the correlation of the predicted along-wind force with
the loads acting on the turbine, preferably using longer time series.
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One of the strengths of this method is the ability to deal with missing measurements. This is
needed when the lidar is mounted on the top of the nacelle with blades passing in front of the
lens. Any serious gaps in the data will raise the uncertainty and therefore the risk associated with
an oncoming gust, which can be included in the control strategy. In addition, since the method can
handle any set of scattered velocity measurements, it should be compatible with any scanning pattern
the lidar might have (e.g., see [26]).

A final remark has to be made on the evolution of wind traveling towards the turbine.
Depending on the mean wind speed and which slice of the flow field is used to derive the along-wind
force, the lidar can grant somewhere between 5 and 30 s of look-ahead time. During this time, the wind
field would have inevitably changed. The statistics of such an evolving wind field are perhaps best
predicted by considering the evolution of the Fourier modes, yielding an expression in the shape of

n̂(t) = f (t; n(t0)) , (33)

where the Fourier modes are a function of time and an initial state at a time t0. For example, the effect
of the diffusion on the total uncertainty can be modeled by a wave number-dependent decay function
where the state of the field slowly decorrelates from an initial state (e.g., see [27]). In addition, there is
the effect of the induction field in front of the turbine. As the flow expands, the wave numbers are
stretched and the variances of the velocity components will change. Such effects could be included in
the spectral tensor, most notably in its decomposition matrix, C, with a linear transformation:

C(κ(t)) = Tt0→tC(κ(t0)). (34)

This would lead to solutions similar to those resulting from rapid distortion theory (e.g., see [17,28]),
used to predict the properties of turbulence after moving through wind tunnel contractions. However, this
would require some more validation and will be the subject of future study.

5. Conclusions

The goal of this paper was to present a method to turn lidar measurements of an oncoming gust
into useful control input. This method works by fitting a homogeneous Gaussian velocity field to a set
of scattered measurement points. From this field, an along-wind force can be derived by integrating
the dynamic pressure over the rotor plane, which acts as a measure for the damaging potential of
an upwind velocity peak.

The assumption of a homogeneous Gaussian velocity field allows one to analytically compute the
uncertainty associated with some inherent weaknesses of the lidar system (i.e., range weighting, cyclops
dilemma, and missing measurements). These uncertainties can then be included in the prediction of
the along-wind force. A controller can use this to make a probablistic forecast of an oncoming gust and
take preventive action based on avoiding risk.

A real-life example of the method illustrated that this is able to put individual velocity peaks,
measured by several lidar beams, into perspective by computing their contribution to the total
along-wind force. Furthermore, the important low-frequency up- and downcrossings found in the
predicted along-wind force agree with those found in the rotor-effective wind speed employed by
Van der Hooft [23]. This rotor-effective wind speed has been proven to improve turbine performance
under gust loading when used as an input for feed-forward control.
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