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Abstract:

 Learning efficient image representations is at the core of the scene classification task of remote sensing imagery. The existing methods for solving the scene classification task, based on either feature coding approaches with low-level hand-engineered features or unsupervised feature learning, can only generate mid-level image features with limited representative ability, which essentially prevents them from achieving better performance. Recently, the deep convolutional neural networks (CNNs), which are hierarchical architectures trained on large-scale datasets, have shown astounding performance in object recognition and detection. However, it is still not clear how to use these deep convolutional neural networks for high-resolution remote sensing (HRRS) scene classification. In this paper, we investigate how to transfer features from these successfully pre-trained CNNs for HRRS scene classification. We propose two scenarios for generating image features via extracting CNN features from different layers. In the first scenario, the activation vectors extracted from fully-connected layers are regarded as the final image features; in the second scenario, we extract dense features from the last convolutional layer at multiple scales and then encode the dense features into global image features through commonly used feature coding approaches. Extensive experiments on two public scene classification datasets demonstrate that the image features obtained by the two proposed scenarios, even with a simple linear classifier, can result in remarkable performance and improve the state-of-the-art by a significant margin. The results reveal that the features from pre-trained CNNs generalize well to HRRS datasets and are more expressive than the low- and mid-level features. Moreover, we tentatively combine features extracted from different CNN models for better performance.
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1. Introduction

With1 the rapid increase of remote sensing imaging techniques over the past decade, a considerable amount of high-resolution remote sensing (HRRS) images are now available, thereby enabling us to study the ground surface in greater detail. Scene classification of HRRS imagery, which aims to classify extracted subregions of HRRS images covering multiple land-cover types or ground objects into different semantic categories, is a fundamental task and very important for many practical remote sensing applications, such as land resource management, urban planing, and computer cartography, among others [1,2,3,4,5,6,7,8]. Generally, some identical land-cover types or object classes are frequently shared among different scene categories. For example, commercial area and residential area, which are two typical scene categories, may both contain roads, trees and buildings at the same time but differ in the density and spatial distribution of these three thematic classes. Hence, such complexity of spatial and structural patterns in HRRS scenes makes scene classification a fairly challenging problem.

Constructing a holistic scene representation is an intuitively feasible approach for scene classification. The bag-of-visual-words (BOW) model [9] is one of the most popular approaches for solving the scene classification problem in the remote sensing community. It is originally developed for text analysis, which models a document by its word frequency. The BOW model is further adapted to represent images by the frequency of “visual words” that are constructed by quantizing local features with a clustering method (e.g., K-means) [9,10]. Considering that the BOW representation disregards spatial information, many variant methods [5,10,11,12,13,14] based on the BOW model have been developed for improving the ability to depict the spatial relationships of local features. However, the performance of these BOW-based methods strongly relies on the extraction of handcrafted local features, e.g., local structural points [15,16], color histogram, and texture features [17,18,19]. Thus, some researchers introduced the unsupervised feature learning (UFL) procedures [20], which can automatically learn suitable internal features from a large amount of unlabeled data via specific unsupervised learning algorithms rather than engineered features, for HRRS scene classification and achieved promising results.

Nevertheless, it appears that the performance of HRRS scene classification has only gained small improvements in recent years, with proposing minor variants of successful baseline models, which is mainly because the existing approaches are incapable of generating sufficiently powerful feature representations for HRRS scenes. In fact, the BOW and UFL methods generate feature representations in the mid-level form to some extent. Therefore, the more representative and higher-level features, which are abstractions of the lower-level features and can exhibit substantially more discrimination, are desirable and will certainly play a dominant role in scene classification task.

Recently, the deep learning methods [21,22,23] have achieved great success not only in classic problems, such as speech recognition, object recognition and detection, and natural language processing, but also in many other practical applications. These methods have achieved dramatic improvements beyond the state-of-the-art records in such broad domains, and they have attracted considerably interest in both the academic and industrial communities [22]. In general, deep learning algorithms attempt to learn hierarchical features, corresponding to different levels of abstraction. The deep convolutional neural networks (CNNs) [24], which are acknowledged as the most successful and widely used deep learning approach, are now the dominant methods in the majority of recognition and detection tasks due to the remarkable results on a number of benchmarks [25,26,27,28]. CNN is a biologically inspired multi-stage architecture composed of convolutional, pooling and fully-connected layers, and it can be efficiently trained in a completely supervised manner. However, it is difficult to train a high-powered deep CNN with small datasets in practice. At present, many recent works [29,30,31,32,33,34] have demonstrated that the intermediate activations learned with deep CNNs pre-trained on large datasets such as ImageNet [35] can be transferable to many other recognition tasks with limited training data. We can easily arrive at the following question: can we transfer the successfully pre-trained CNNs to address HRRS scene classification, which is also a typical recognition task with limited amount of training data? To our knowledge, this question still remains unclear, except for the concurrent works [36,37] with ours.

In this paper, we investigate transferring off-the-shelf pre-trained CNNs for HRRS scene classification and attempt to form better representations for image scenes from CNN activations. By removing the last few layers of a CNN, we treat the remainder of the CNN as a fixed feature extractor. Considering that these pre-trained CNNs are large multi-layer architectures, we propose two scenarios of extracting CNN features with respect to different layers:


	-

	we simply compute the CNN activations over the entire image scene and regard the activation vectors of the fully-connected layer as the global feature representations for scenes;



	-

	we first generate dense CNN activations from the last convolutional layer with multiple scales of the original input image scenes, and then we aggregate the dense convolutional features into a global representation via the conventional feature coding scheme, e.g., the BOW and Fisher encoding. These dense CNN activations describe multi-scale spatial information.





After the feature extraction stage via the CNNs, the global features of the image scenes are fed into a simple classifier for the scene classification task. Extensive experiments show that we can generate powerful features for HRRS scenes through transferring the pre-trained CNN models and achieve state-of-the-art performance on two public scene datasets with the proposed scenarios.

The main contributions of this paper are summarized as follows:


	-

	We thoroughly investigate how to effectively use CNN activations from not only the fully-connected layers but also the convolutional layers as the image scene features.



	-

	We conduct a comparative evaluation of various pre-trained CNN models utilized for computing generic image features



	-

	A novel multi-scale feature extraction approach with the pre-trained CNN is presented, where we encode the dense CNN activations from the convolutional layer to generate image scene representations via feature coding methods. Moreover, four commonly used feature coding methods are evaluated based on the proposed approach.



	-

	The two proposed scenarios achieve a significant performance enhancement compared to existing methods on two public HRRS scene classification benchmarks and provide a referable baseline for HRRS scene classification with deep learning methods.





The remainder of this paper is organized as follows. In Section 2, we briefly review some related works corresponding to some state-of-the-art scene classification methods, CNN and transferring CNN activations to visual recognition tasks. In Section 3, we introduce the classic architecture of CNNs and some recently reported large CNNs used in our work. In Section 4, we present two scenarios of extracting image representations using the pre-trained CNN model. Details of our experiments and the results are presented in Section 5. Finally, we draw conclusions for this paper with some remarks. In addition, we list the important items and their corresponding abbreviations in this paper, shown in Table 1, for a quick and concise reference.

Table 1. List of Some Important Items and Corresponding Abbreviations.


	HRRS
	High-Resolution Remote Sensing





	CNN
	convolutional neural network



	UFL
	unsupervised feature learning



	SIFT
	scale invariant feature transformation



	FC layer
	fully-connected layer



	ReLU
	rectified linear units



	ILSVRC
	ImageNet Large Scale Visual Recognition Challenge



	AlexNet
	a CNN architecture developed by Alex Krizhevsky [25]



	Caffe
	Convolutional Architecture for Fast Feature Embedding [28]



	CaffeNet
	a CNN architecture provided by Caffe [28]



	VGG-F
	a fast CNN architecture developed by Chatfield [33]



	VGG-M
	a medium CNN architecture developed by Chatfield [33]



	VGG-S
	a slow CNN architecture developed by Chatfield [33]



	VGG-VD16
	a very deep CNN architecture (16 layers) developed by Simonyan [27]



	VGG-VD19
	a very deep CNN architecture (19 layers) developed by Simonyan [27]



	BOW
	bag of visual words



	IFK
	improved Fisher kernel



	LLC
	locality-constrained linear coding



	VLAD
	vector of locally aggregated descriptors



	SVM
	support vector machine












2. Related Work

The bag-of-visual-words (BOW) model is a very popular approach in HRRS scene classification. In a general pipeline of BOW, the local features of an image, such as SIFT features, are extracted first and then each feature is encoded to its nearest visual word; the final image representation is a histogram where each bin counts the occurrence frequency of local features on a visual word. Many researchers have proposed improved variants of BOW based on the specific characteristics of HRRS scenes: Yang et al. [5] proposed the spatial co-occurrence kernel (SCK) that describes the spatial distribution of visual words; Chen et al. [13] proposed a translation and rotation-invariant pyramid-of-spatial-relations (PSR) model to describe both relative and absolute spatial relationships of local features; Zhao et al. [11] proposed a concentric circle-structured multi-scale BOW (CCM-BOW) model to achieve rotation-invariance; and Cheng et al. [38] developed a rotation-invariant framework based on a collection of part detectors (COPD) that can capture discriminative visual parts of images. Although these methods have achieved good performance, they are essentially extensions of the classic BOW model, and it is difficult to achieve considerable enhancements in performance due to the limited representative ability of these low- and mid-level features.

Unsupervised feature learning (UFL) [20] has recently become a hot research topic in the machine learning community. The UFL approaches automatically learn features from a large number of unlabeled samples via unsupervised learning algorithms, which can discover more useful or discriminative information hidden in the data itself. Several works that utilize UFL methods for HRRS scene classification have been published. Cheriyadat [4] used the sparse coding algorithm to learn sparse local features for image scenes and pool local features to generate image representations. Zhang et al. [39] used a classic neural network, called sparse autoencoder, which is trained on a group of selective image patches sampled by their saliency degree, to extract local features. Hu et al. [40] improved the classic UFL pipeline by learning features on a low-dimensional image patch manifold. Although the UFL methods are free of hand-engineered features, they still result in limited performance improvement (and even worse than the BOW model) due to their shallow learning architectures.

Although we have recently witnessed the overwhelming popularity of CNNs, the original concept of CNN dates back to Fukushima’s biologically inspired “neocognitron” [41], a hierarchical network with invariance to image translations. LeCun et al. [24] were the first to successfully train the CNN architecture based on the backpropagation algorithm, and they achieved leading results in character recognition. CNNs were once largely forsaken by the academic community with the rise of support vector machine (SVM). Dramatic breakthroughs on many challenging visual recognition benchmarks have been achieved by the deep CNNs over the past few years, which has resulted in CNNs regaining considerable popularity in the computer vision community [25,27,28,32,33,42]. However, it is very difficult to train a deep CNN, which typically contains millions of parameters for some specific tasks, with a small number of training samples. Increasingly more works have recently shown that intermediate features extracted from deep CNNs that are trained on sufficiently large-scale datasets, such as ImageNet, can be successfully applied to a wide range of visual recognition tasks, e.g., scene classification [29,43], object detection [34,44] and image retrieval [25,43]. Almost all of the works utilize CNN activations from the fully-connected layers, while the features from convolutional layer have not received sufficient attention. Cimpoi et al. [45] very recently showed impressive performance on texture recognition by pooling CNN features from convolutional layers with Fisher coding, which demonstrates that the activations from convolutional layers are also powerful generic features.

In the remote sensing field, there is still a lack of investigations on using CNNs for HRRS scene classification; hence, we attempt to present a comprehensive study on this topic. Our work is most related to [36,37], which are concurrent works with our own. In [37], the authors employed pre-trained CNNs and fine-tuned them on the scene datasets, showing impressive classification performance, whereas we transfer the pre-trained CNNs for scene datasets without any training modalities (fine-tuning or training from scratch) and simply take the pre-trained CNNs as fixed feature extractors. In [36], the authors evaluated the generalization power of CNN features from fully-connected layers in remote sensing image classification and showed state-of-the-art results on a public HRRS scene dataset. In contrast to [36], we investigate CNN features not only from fully-connected layers but also from convolutional layers, we evaluate more pre-trained CNN models, and more detailed comparative experiments are presented under various settings. Thus, this paper provides a more systematic study on utilizing pre-trained CNN for HRRS scene classification tasks.



3. Deep Convolutional Neural Networks (CNNs)

The typical architecture of a CNN is composed of multiple cascaded stages. The convolutional (conv) layers and pooling layers construct the first few stages, and a typical stage is shown in Figure 1. The convolutional layers output feature maps, each element of which is obtained by computing a dot product between the local region (receptive field) it is connected to in the input feature maps and a set of weights (also called filters or kernels). In general, an elementwise non-linear activation function is applied to these feature maps. The pooling layers perform a downsampling operation along the spatial dimensions of feature maps via computing the maximum on a local region. The fully-connected (FC) layers finally follow several stacked convolutional and pooling layers, and the last fully-connected layer is a Softmax layer that computes the scores for each defined class. CNNs transform the input image from original pixel values to the final class scores through the network in a feedforward manner. The parameters of CNNs (i.e., the weights in convolutional and FC layers) are trained with classic stochastic gradient descent based on the backpropagation algorithm [46].

Figure 1. Illustration of a typical stage of a CNN. The convolutional layer is implemented by convolving the input with a set of filters, followed by a elementwise non-linear function (e.g., the ReLU non-linearity), and generates a group of feature maps, each of which corresponds to the response of convolution between the input and a filter. The pooling layer, if max-pooling used, outputs the maximal values of spatially successive local regions on the feature maps. Its main function is to reduce the spatial size of feature maps and hence to reduce computation for upper layers.
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In this section, we briefly review some successful modern CNN architectures evaluated in our work.


3.1. AlexNet

AlexNet, developed by Alex Krizhevsky et al. [25], is a groundbreaking deep CNN architecture and a winning model in the 2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC-2012) [47]. In contrast to the early CNN models, AlexNet consists of five convolutional layers, the first, second and fifth of which are followed with pooling layers, and three fully-connected layers, as shown in Figure 2. The success of AlexNet is attributed to some practical “tricks”, such as Rectified Linear Units (ReLU) non-linearity, data augmentation, and dropout. The ReLU, which is simply the half-wave rectifier function [image: there is no content], can significantly accelerate the training phase; the data augmentation is an effective way to reduce overfitting when training a large CNN, which generates more training image samples by cropping small-sized patches and horizontally flipping these patches from original images; and the dropout technique, which reduces the co-adaptations of neurons by randomly setting zeros to the output of each hidden neuron, is used in fully-connected layers to reduce substantial overfitting. In summary, the success of AlexNet popularizes the application of large CNNs in visual recognition tasks, and hence, AlexNet has become a baseline architecture of modern CNNs.

Figure 2. The overall architecture of AlexNet. It is composed of five convolutional layers (C1−C5) and three FC layers (FC6−FC8), which becomes the baseline model of modern CNNs.
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3.2. CaffeNet

The Convolutional Architecture for Fast Feature Embedding, also called Caffe [28], is a open-source deep learning framework that provides clean, modifiable and possibly the fastest available implementations for effectively training and deploying general-purpose CNNs and other deep models. In this paper, we will use the pre-trained CNN provided by Caffe (CaffeNet for short), which has a very similar architecture with AlexNet except for two small modifications: (1) training without data augmentation and (2) exchanging the order of pooling and normalization layers. CaffeNet was also trained on the ILSVRC-2012 training set and achieved performance close to that of AlexNet.



3.3. VGGNet

To evaluate the performance of different deep CNN models and compare them on a common ground, Chatfield et al. [33] developed three CNN architectures based on the Caffe toolkit, each of which explores a different speed/accuracy trade-off:


	(1)

	VGG-F: The fast CNN architecture is similar to AlexNet. The primary differences from AlexNet are the smaller number of filters and small stride in some convolutional layers.



	(2)

	VGG-M: The medium CNN architecture is similar to the one presented by Zeiler et al. [32]. It is constructed with a smaller stride and pooling size in the 1st convolutional layer. A smaller number of filters in the 4th convolutional layer is explored for balancing the computational speed.



	(3)

	VGG-S: The slow CNN architecture is a simplified version of the accurate model in the OverFeat framework [26], which retains the first five convolutional layers of the six layers in the original accurate OverFeat model and has a smaller number of filters in the 5th layer. Compared to the VGG-M, the main differences are the the small stride in the 2nd convolutional layer and the large pooling size in the 1st and 5th convolutional layers.







3.4. VGG-VD Networks

Simonyan et al. [27] developed the very deep CNN models that won the runner-up in ILSVRC-2014. The impressive results of the two very deep CNNs, known as VGG-VD16 (containing 13 convolutional layers and 3 fully-connected layers) and VGG-VD19 (containing 16 convolutional layers and 3 fully-connected layers ), demonstrate that the depth of the network plays a significant role in improving classification accuracy. The VGG-VD networks are also very popular candidate models for extracting CNN activations of images.



3.5. PlacesNet

PlacesNet, which was developed by Zhou et al. [48], has an identical architecture with CaffeNet. It was trained on the Places database, a large-scale scene-centric dataset with 205 natural scene categories, rather than on ImageNet. The authors showed that the deep features from PlacesNet are more effective for recognizing natural scenes than deep features from CNNs trained on ImageNet. We will evaluate PlacesNet to verify whether it results in excellent performance on the HRRS scene benchmark.




4. Methodology of Transferring Deep CNN Features for Scene Classification

As mentioned previously, the activations from high-level layers of pre-trained CNNs have proven to be powerful generic feature representations with excellent performance. However, in almost all published works, only the 4096-dimensional activations of the penultimate layer are widely used as the final image features. Features extracted from lower-level layers, particularly the convolutional layers, lack sufficient study. In this section, we propose two scenarios for utilizing deep CNN features for scene classification for the sake of investigating the effectiveness of deep features from convolutional layers and FC layers, which are illustrated in Figure 3.

Figure 3. Illustration of the two proposed scenarios for generating global feature representations for scene classification. Both of the scenarios utilize the deep CNN features, but from different layers. In scenario (I), we extract the activations from the first or second FC layer and consider the 4096-dimensional feature vector as the final image representation; In scenario (II), we construct the global image representation by aggregating multi-scale dense features via feature coding approaches.
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4.1. Scenario (I): Utilize Features from FC Layers

Following the standard pipeline of previous works, we remove the last FC layer (the Softmax layer) of a pre-trained CNN and treat the rest of the CNN as a fixed feature extractor. By feeding an input image scene into the CNN, we directly compute a 4096-dimensional activation vector from the first or second FC layer in a feedforward way and consider the vector as a global feature representation of the input image. Finally, we implement scene classification by training a linear SVM classifier with the 4096-dimensional features. Although this scenario is very straightforward, several practical details should be taken into consideration:


	-

	Because all the pre-trained CNNs require a fixed-size (e.g., [image: there is no content]) input image, we should beforehand resize each image scene to the fixed size by feeding it into the network. The size constraint causes inevitable degradation in spatial resolution when the original size of the image is larger than the pre-defined size of the CNN.



	-

	Although data augmentation is an effective technique to reduce overfitting in the training stage, recent works show that in the testing stage, data augmentation, which is performed by sampling multiple sub-image windows and averaging the activations of these sub-images, also helps to improve classification performance. In this paper, we also apply the prevalent “center + corners with horizontal flips” augmentation strategy [25,32,33] to increase accuracy. We extract five sub-image windows (with the required size of the CNN), corresponding to the center and four corners, as well as their horizontal flips, and then we construct the global feature for each image by averaging the activation vectors over the ten sub-image windows.



	-

	As a common practice, the 4096-dimensional output features should go through the ReLU transformation so that all the elements of the features are non-negative. We have also evaluated the features without ReLU but achieved slightly worse performance.







4.2. Scenario (II): Utilize Features from Convolutional Layers

In contrast to the popularity of the CNN features from FC layers, the features from intermediate convolutional layers appear to lack practical use. Although the features of FC layers capture global spatial layout information, they are still fairly sensitive to global rotation and scaling, making them less suitable for HRRS scenes that greatly differ in orientation and scales. Therefore, we regard the feature maps produced by convolutional layers as dense features and aggregate them via the orderless feature coding approach [49,50].

In scenario (II), by removing all FC layers, we output the feature maps from the last convolutional layer. Each entity along the feature maps can be considered as a “local” feature, and the length of the feature equals the number of feature maps. As discussed in [44], the requirement of fixed-size images comes only from FC layers, and convolutional layers do not require images to have a fixed size. Due to not involving FC layers in scenario (II), we can freely extract convolutional features for an input image with any size. Here, we propose to extract multi-scale dense convolutional features by feeding input images of multiple sizes into the pre-trained CNN to capture multi-scale information in the HRRS scene. Let the [image: there is no content] be the set of dense convolutional features extracted from image [image: there is no content] at scale index s. We then obtain a complete feature set by combining all [image: there is no content] at different scales, which is denoted as [image: there is no content] consisting of N D-dimensional features. Here, we introduce four conventional feature coding methods, which are BOW [9], locality-constrained linear coding (LLC) [51], improved Fisher kernel (IFK) [52] and vector of locally aggregated descriptors (VLAD) [53], to encode the feature set [image: there is no content] into a global feature representation for each image [image: there is no content].

Note that the BOW, LLC and VLAD encode features based on a codebook constructed via K-means, whereas the IFK encodes features with a probability density distribution described by the Gaussian mixture model (GMM). After generating the global feature for each image scene, we directly implement the scene classification with a simple linear SVM for training and testing.




5. Experiments and Analysis

In this section, we investigate the representative power of CNN features and evaluate the two proposed scenarios of transferring CNN features for HRRS scene classification with various pre-trained CNN models. The detailed experimental setup and numerous experiments with reasonable analysis are also presented.


5.1. Experimental Setup

We evaluate the effectiveness of deep CNN features on the following two publicly available land use datasets:


	-

	UC Merced Land Use Dataset. The UC Merced dataset (UCM) [5], manually collected from large aerial orthoimagery, contains 21 distinctive scene categories. Each class consists of 100 images with a size of [image: there is no content] pixels. Each image has a pixel resolution of one foot. Figure 4 shows two examples of each category included in this dataset. Note that this dataset shows very small inter-class diversity among some categories that share a few similar objects or textural patterns (e.g., dense residential and medium residential), which makes the UCM dataset a challenging one.

Figure 4. Two examples of each scene category in the UC Merced dataset.



[image: Remotesensing 07 14680 g004 1024]







	-

	WHU-RS Dataset. The WHU-RS dataset [6], collected from Google Earth (Google Inc.), is a new publicly available dataset, which consists of 950 images with a size of [image: there is no content] pixels uniformly distributed in 19 scene classes. Some example images are shown in Figure 5. We can see that the variation of illumination, scale, resolution and viewpoint-dependent appearance in some categories makes it more complicated than the UCM dataset.

Figure 5. Examples of each category in the WHU-RS dataset.
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For experiments in scenario (I), all the pre-trained CNN models introduced in Section 3 are evaluated and compared. Considering the pre-defined size requirements of the input image of these CNNs, we resize all images to [image: there is no content] for AlexNet, CaffeNet, and PlacesNet and to [image: there is no content] for the other CNNs. The only preprocessing we conduct is subtracting the per-pixel mean value (with RGB channels) computed on the training set from each pixel, which is a conventional stage prior to computing CNN activations [25,27,32,43]. The final 4096-dimensional feature vectors from the first or second FC layer are fed into a linear SVM classifier without any normalization. In the data augmentation case, we crop 10 sub-images (center, four corners, and their horizontal flips) according to the required size, and we also pre-process the crops by mean subtraction. For each image scene, we average the 4096-dimensional activations made by its 10 sub-images to generate a resulting image representation.



For experiments in scenario (II), we evaluate the dense CNN features of CaffeNet, VGG-M and VGG-VD16 with the four feature coding methods mentioned above. The dense CNN features without ReLU are extracted from the last convolutional layer by default. We set three different image scales to generate multi-scale dense features: [image: there is no content], the original [image: there is no content] and [image: there is no content] for the UCM images and [image: there is no content], [image: there is no content], and the original [image: there is no content] for the WHU-RS images. In fact, too small or too large scale factors do not result in better performance. Input images with a scale that is too small lead to very small feature maps from the last convolutional layer (after several stages of convolution-pooling, the spatial resolution of feature maps is greatly reduced), which makes the following feature coding stage ineffective; images with a scale that is too large result in many redundant features in the feature maps, which has a negative effect on the final performance. Moreover, images with a scale that is too large make the process of extracting CNN features very slow. In general, image scales ranging from [image: there is no content] to [image: there is no content] are appropriate settings by experience. The dense features are [image: there is no content]-normalized prior to applying feature coding. Although the encoding stages of BOW, LLC and VLAD all rely on the codebook learned by K-means clustering, we set different numbers of codewords empirically, which are assigned to be 1000, 10,000, and 100 with respect to each method, for the purpose of achieving good performance. The number of Gaussian components in the GMM with which the IFK encodes features is empirically set to be 100.

We randomly select samples of each class for training the SVM classifier and the rest for testing, following the same sampling setting as [5,54] for the two datasets, respectively: 80 training samples per class for the UCM dataset and 30 training samples per class for the WHU-RS dataset. The classification accuracy is measured by [image: there is no content], where [image: there is no content] denotes the number of correctly classified samples in the testing samples and [image: there is no content] denotes the total number of testing samples. We evaluate the final classification performance with the average accuracy [image: there is no content] over 50 runs (each run with randomly selected training and testing samples). The public LIBLINEAR library [55] is used for SVM training and testing with the linear kernel. We also use the open source library VLFeat [56] for implementing the feature coding methods and Caffe for extracting CNN features. The pre-trained CNN models used in this paper are available in the Caffe Model Zoo [57] with a 2.4 GHz quad-core Intel Core i7 CPU and a GeForce GT 750M 2 GB GPU.



5.2. Experimental Results of Scenario (I)

We first test CNN features from the second FC layers, which is a general case used in many works. The classification performances of scenario (I) with eight different pre-trained CNN models are shown in Table 2. The resulting high classification accuracies reveal the powerful ability of pre-trained CNNs transferred from the ImageNet dataset to HRRS scene datasets. The VGG-S features achieve the best results on both UCM and WHU-RS and slightly outperform the features of VGG-M and VGG-F, which have architectures similar to that of the VGG-S. The VGG-VD networks, which consist of considerably more layers and achieve better performance on many natural image classification benchmarks than other shallow CNN models, do not achieve results as good as expected and even perform worse than the baseline AlexNet on HRRS. PlacesNet, which consistently outperforms AlexNet on natural scene datasets, performs considerably worse than AlexNet, revealing that the structural and textural patterns in HRRS scenes are very different from those in natural scenes.


Table 2. Performance Comparison of CNN Features (from the second layer) of Various Pre-trained CNN Models.



	
Pre-Trained CNN

	
Classification Accuracy (%)




	
UCM

	
WHU-RS






	
AlexNet

	
94.37

	
93.81




	
CaffeNet

	
94.43

	
94.54




	
VGG-F

	
94.35

	
95.11




	
VGG-M

	
94.48

	
94.98




	
VGG-S

	
94.60

	
95.46




	
VGG-VD16

	
94.07

	
94.35




	
VGG-VD19

	
93.15

	
94.36




	
PlacesNet

	
91.44

	
91.73









We also present the classification results of CNN features from the first FC layer, shown in Table 3. It is obvious that features extracted from the first FC layer result in slightly better performance than features from the second layer with different CNNs, which is probably caused by the fact that the earlier layers of a CNN contain more generic features that are useful for other datasets. The effect of data augmentation is verified in Table 3. The better performance achieved with data augmentation in all cases confirms that it is a simple but effective technique for increasing performance. We also note that the VGG-S model consistently outperforms other CNNs, except for the case about features from the first FC layer with data augmentation on UCM where the VGG-VD16 achieves the best accuracy.


Table 3. Performance Comparison of CNN Features (from the first FC layer) and the Effect of Data Augmentation.



	
Pre-Trained CNN

	
UCM

	

	
WHU-RS




	
1st-FC

	
1st-FC+Aug

	
2nd-FC+Aug

	
1st-FC

	
1st-FC+Aug

	
2nd-FC+Aug






	
AlexNet

	
95.08

	
95.57

	
95.20

	

	
94.29

	
95.69

	
95.49




	
CaffeNet

	
95.09

	
95.88

	
95.17

	

	
95.52

	
96.23

	
95.58




	
VGG-F

	
95.19

	
96.24

	
95.54

	

	
95.69

	
95.94

	
95.50




	
VGG-M

	
95.64

	
96.47

	
95.68

	

	
95.89

	
96.34

	
95.43




	
VGG-S

	
95.66

	
96.69

	
96.01

	

	
96.28

	
96.71

	
95.85




	
VGG-VD16

	
95.43

	
96.88

	
95.42

	

	
95.21

	
95.75

	
95.22




	
VGG-VD19

	
94.60

	
96.58

	
95.40

	

	
95.36

	
96.16

	
95.37




	
PlacesNet

	
93.33

	
94.90

	
92.61

	

	
92.68

	
94.89

	
93.23













We evaluate the time consumption (measured in terms of seconds) of computing CNN features with each pre-trained CNN model for all image scenes in the UCM dataset, shown in Figure 6. As expected, AlexNet, CaffeNet, VGG-F and PlacesNet have almost the same computational cost due to their very similar architectures (actually, CaffeNet and PlacesNet share an identical architecture). Because the layers of VGG-VD16 and VGG-VD19 are considerably more than the other CNNs, the two models lead to far more time consumption.

Figure 6. The time consumption of computing CNN activations with different CNN models for all image scenes in the UCM dataset. In this evaluation, the CNN activations from the first FC layer are extracted.
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To intuitively understand the CNN activations, we visualize the representations of each layer by inverting them into reconstruction images with the technique proposed in [58], shown in Figure 7a. It is very interesting that (1) the features of convolutional layers can be reconstructed to images similar to the original image, with more blurs as progressing to deeper layers; and (2) although the features of FC layers cannot be inverted to a recognizable image, the reconstructed images contain many similar meaningful parts (e.g., the wings of airplanes) that are randomly distributed. These results show that FC layers rearrange the information from low-level layers to generate more abstract representations. More reconstruction examples are shown in Figure 7b. In addition, we report the reconstruction results of a local region on feature maps from different convolutional layers, which are shown in Figure 8. We can see that the size of the receptive filled with respect to the input image becomes larger for the neurons on feature maps of deeper layers.

Figure 7. Reconstruction of CNN activations from different layers of AlexNet. The method presented in [58] is used for visualization. The reconstructed images lose more details increasingly along with deeper layers. (a) Reconstructed images from each layer of the AlexNet; Reconstructed images from each layer of the AlexNet; (b) More reconstruction examples of inverting CNN activations from the fifth convolutional and pooling layer.
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Figure 8. Reconstructed images from a local [image: there is no content] region of feature maps at different layers. We use the method proposed in [58] to visualize reconstructed images. At deeper layers, the local region corresponds to a larger receptive field on the input image and thus results in more complete reconstruction.
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5.3. Experimental Results of Scenario (II)


5.3.1. Comparison of Feature Coding Methods

The overall performance of the BOW, VLAD, IFK and LLC when using different pre-trained CNNs to extract dense convolutional features are shown in Table 4. Notably, the simplest BOW method leads to such a high accuracy with dense CNN features and is generally comparable to the complex VLAD and IFK. The best accuracy of BOW on UCM (96.51%, with VGG-VD16) exceeds all the results of using FC features without data augmentation, and it is very close to the best one (96.88%, with data augmentation); the best accuracy of BOW on WHU-RS (98.10%, with VGG-VD16) exceeds all results even with data augmentation. The IFK works slightly better than the BOW and VLAD on the two datasets, except the best result (98.64%) produced by VLAD with VGG-VD16, whereas the LLC performs worst in all cases. We also obtain interesting results for VGG-VD16, which performs worse than the other CNN models when using FC features (in Table 2) and works very well (better than CaffeNet, comparable to VGG-M) when using convolutional features. A possible explanation is that the FC features of VGG-VD models are more specific to categories in the ImageNet dataset, whereas the convolutional features are more generalized to other datasets.


Table 4. Overall Classification Accuracy of Four Feature Coding Methods Using Different Pre-trained CNNs.



	
Feature Coding

Method

	
UCM

	

	
WHU-RS




	
CaffeNet

	
VGG-M

	
VGG-VD16

	
CaffeNet

	
VGG-M

	
VGG-VD16






	
BOW

	
95.16

	
96.11

	
96.51

	

	
96.36

	
98.02

	
98.10




	
VLAD

	
95.39

	
96.04

	
96.46

	

	
96.55

	
97.88

	
98.64




	
IFK

	
95.71

	
96.90

	
96.52

	

	
97.43

	
98.28

	
97.79




	
LLC

	
94.50

	
95.24

	
95.64

	

	
96.06

	
96.97

	
97.57











For further comparison of the two proposed scenarios, we report the classification performance with a varying number of training samples, as shown in Figure 9. We observe that the two scenarios consistently achieve highly comparable accuracies on UCM, whereas scenario (II) outperforms scenario (I) by an obvious margin on WHU-RS. This result is possibly caused by the following reason: in experiments in scenario (I), because the sizes of the images ([image: there is no content]) in UCM are very close to the required size ([image: there is no content] or [image: there is no content]) of these CNNs, the resizing operation leads to little information loss; however, for images in WHU-RS, we inevitably lose a considerable amount of information through rescaling images of [image: there is no content] pixels to the required size. Hence, the performance of scenario (I) on UCM is not as good as that on WHU-RS. Overall, the proposed scenario (II) works better than scenario (I), particularly for the dataset composed of large-sized images.

Figure 9. Performance on two datasets with a varying number of training samples. Here, we use the VGG-VD16 model to extract dense features for the BOW and VLAD of scenarios (II). (a) Performance on the UCM dataset; (b) Performance on the WHU-RS dataset.



[image: Remotesensing 07 14680 g009 1024]









5.3.2. Effect of Image Scales

The results reported in Table 4 were obtained using convolutional features with respect to three image scales. Here, to verify the effectiveness of this empirical setting, we also evaluate the performance using IFK under several different scale settings, which are shown in Table 5. We can see that the three scales generally lead to the highest accuracies, except being slightly worse than two scales when using CaffeNet. One scale (i.e., the original image) and four scales do not work as well as three scales. Hence, we conclude that in contrast to single-scale dense convolutional features, multi-scale features are beneficial for increasing the classification accuracies, but the dense features of excessive scales may have a negative effect on accuracies due to the considerable redundancy of features.

Table 5. Classification Accuracy on the UCM Dataset of Dense CNN Features under Different Scale Settings.


	Scale Setting
	CaffeNet
	VGG-M
	VGG-VD16





	One scale

(256×256)
	95.08
	96.28
	93.97



	Two scales

(128×128,256×256)
	96.13
	96.59
	95.00



	Four scales

(128×128,256×256, 512×512,1024×1024)
	95.07
	95.64
	96.38












5.3.3. Effect of Different Convolutional Layers

Although we have achieved remarkable performance with dense features from the last convolutional layer, from which convolutional layer the dense feature extracted can lead to the best accuracy is worth discussing. The results of dense features extracted from each convolutional layer of the VGG-M architecture are shown in Figure 10. It is clear that the classification accuracy increases progressively along with the depth of the layers. As expected, features from the fifth convolutional layer (i.e., the last one) result in the best accuracies on both of the datasets. This experiment also demonstrates the fact that features of high-level layers are an abstraction of those of low-level layers and are more discriminative for the classification task. Moreover, we observe that the IFK consistently outperforms the other three methods; in particular, when features are extracted from the first convolutional layers, IFK features are superior to the others by a large margin, which indicates that the IFK is a suitable approach for encoding less representative features.

Figure 10. Classification performance on two datasets of dense CNN features extracted from each convolutional layer using different feature coding methods. Here, the VGG-M model is evaluated. The lengths of CNN features from the first to the last convolutional layer are 96, 256, 512, 512, and 512. (a) Performance on the UCM dataset for each convolutional layer; (b) Performance on the WHU-RS dataset for each convolutional layer.
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5.3.4. Comparison with Low-Level Features

To demonstrate the discriminative ability of dense CNN features, we compare them with the most classic low-level features - SIFT descriptors. We proceed through the same pipeline of scenario (II) using dense SIFT features (extracted from overlapping local image patches) rather than dense CNN features, and the performances of SIFT features are shown in Table 6. For each feature coding method, the best results of dense CNN features from CaffeNet, VGG-M and VGG-VD16 (as reported in Table 4) are compared with the SIFT features. We can see that the dense CNN features outperform SIFT by a significant ∼12% accuracy margin in the IFK case and by a ∼20% margin in the other three cases, which reveals the substantial superiority in the representative ability of dense CNN features. Figure 11 shows the confusion matrices of IFK with SIFT features and dense CNN features. The dense CNN features result in 100% accuracy for most of the scene categories and largely improve performance in such categories: airplane (55%→100%), dense residential (70%→90%), and storage tanks (35%→80%).

Figure 11. Confusion matrices on the UCM dataset using IFK with SIFT features and dense CNN features. (a) Confusion matrix of IFK with SIFT features; (b) Confusion matrix of IFK with dense CNN features.
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Table 6. Performance Comparison between SIFT Features and Dense CNN Features on the UCM dataset.







	
	SIFT Features
	Dense CNN Features





	BOW
	75.11
	96.51



	VLAD
	74.50
	96.46



	IFK
	84.40
	96.90



	LLC
	77.64
	95.64














In addition, we visualize the image global representations encoded via IFK with SIFT features and dense CNN features for the UCM dataset. The image representations from the first FC layer (i.e., scenarios (I)) are also visualized for comparison. Here, we first compute features for all image scenes in the dataset, and then we use the t-SNE algorithm [59] to embed the high-dimensional image features on a 2-D space. We show these 2-D embedding points with different colors corresponding to their actual scene categories. The final visualization results are shown in Figure 12. Notably, without any training phases, the 2-D features from scenarios (I) and (II) naturally tend to form clusters that are clearly separated. In contrast, the 2-D features via IFK with SIFT features only form a few visible clusters, and many of the features overlap with each other in a confused order. This observation is compatible with the common knowledge of deep learning that CNN features extracted from both FC layers and convolutional layers are high-level features that contain more abstract semantic information, whereas the hand-crafted features are only low-level features.

Figure 12. 2-D feature visualization of image global representations of the UCM dataset. The t-SNE proposed in [59] is used to visualize the high-dimensional image representations. The image representations are generated from (a) IFK with SIFT features; (b) features of the first FC layer; and (c) IFK with dense features from the last convolutional layer. The VGG-M model is used for (b) and (c). Each point on the graphs represents the 2-D feature of an image in the dataset. Each color represents a different category in the dataset. (a) IFK with SIFT features; (b) FC features of VGG-M; (c) IFK with dense CNN features of VGG-M.
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5.4. Comparison with State-of-the-Art Methods

As shown in Table 7, we compare our best results achieved via scenarios (I) and (II) with various state-of-the-art methods that have reported classification accuracy on the UCM dataset. As expected, the two proposed scenarios largely outperform all the methods except for the GoogLeNet+Fine-tune approach [37]. In contrast with most of these methods that use a sophisticated learning strategy with low-level hand-engineered features and non-linear classifiers, our methods are more straightforward and simple: (1) conveniently extracting features from FC layers or convolutional layers of a pre-trained CNN and (2) using the simple linear classifier to train and test. Moreover, as shown in Figure 9a, even with a very small number of training samples, our methods still achieve greater than 91% accuracies (91.62% with VGG-S of scenario (I) and 91.82% with BOW of scenario (II)), which exceed the majority of existing methods. Although the proposed methods perform slightly worse than the method presented in [37], directly comparing our methods with it is not fair. The GoogLeNet+Fine-tune approach fine tunes the pre-trained CNN (GoogLeNet [42]) on the target dataset, whereas we only extract CNN activations in a straightforward way by feeding an image without changing the parameters of the pre-trained CNN. On the WHU-RS dataset, our methods achieved considerably better performance (96.71% of scenario (I) and 98.64% of scenario (II)) than the method (93.6%) presented in [54]. Overall, remarkable classification results on the public benchmark are obtained by the two proposed scenarios with CNN features, which are superior to almost all reported results with a substantial gain.

Table 7. Performance Comparison of State-of-the-art Methods on the UCM Dataset.


	Methods
	Accuracy (%)





	SPM [10]
	74



	SCK [5]
	72.52



	SPCK++ [12]
	77.38



	SC+Pooling [4]
	81.67 ± 1.23



	SG+UFL [39]
	82.72 ± 1.18



	CCM-BOVW [11]
	86.64 ± 0.81



	PSR [13]
	89.1



	UFL-SC [40]
	90.26 ± 1.51



	MSIFT [60]
	90.97 ± 1.81



	COPD [38]
	91.33 ± 1.11



	Dirichlet [61]
	92.8 ± 0.9



	VLAT [14]
	94.3



	CaffeNet [36]
	93.42 ± 1.00



	OverFeat [36]
	90.91 ± 1.19



	GoogLeNet+Fine-tune [37]
	97.10



	Scenario (I)
	96.88 ± 0.72



	Scenario (II)
	96.90 ± 0.77










5.5. Combining Features from Two Scenarios

In previous experiments, we generated the global image representations via scenario (I) or (II) solely. We can absolutely move a step further to combine the features computed by these two frameworks. Due to the large difference in the scales and length, we should pre-process these two types of global features before concatenating them. For scenario (I), the 4096-dimensional image features are [image: there is no content]-normalized; for scenario (II), we perform PCA on the image features (which generally have quite high dimensionality of more than 50K) and reduce them to 4096 dimensions, followed by normalizing them with [image: there is no content] normalization. Note that we do not apply PCA to image features encoded by the BOW because the resulting features are only 1000-dimensional according to our default experimental setting. After normalization and dimension reduction, we finally concatenate the two features to form a new image representation. Here, we present some tentative combinations using different pre-trained CNNs or feature coding approaches, and the results are shown in Table 8. We observe that on the UCM dataset, the combined features improve performance with approximately 1%–2% gains compared to the separate cases, whereas they only achieve marginal improvement on the WHU-RS dataset. Although in [36], the authors achieve better performance by directly concatenating feature vectors from FC layers computed by two pre-trained CNNs (CaffeNet and OverFeat), we believe that better performance can be obtained through more complementary combinations.


Table 8. Performance of Combining Features Generated by the Two Scenarios (I) and (II). Some Tentative Combinations are Provided.



	
Combination

	
Classification Accuracy (%)






	
Scenario (I)

	
Scenario (II)

	
UCM

	
WHU-RS




	
VGG-S

	
BOW(VGG-M)

	
97.30

	
98.72




	
VGG-S

	
VLAD(VGG-M)

	
97.92

	
98.79




	
VGG-S

	
IFK(VGG-M)

	
98.27

	
98.70




	
VGG-S

	
BOW(VGG-VD16)

	
98.05

	
98.82




	
VGG-S

	
VLAD(VGG-VD16)

	
97.99

	
98.63




	
VGG-S

	
IFK(VGG-VD16)

	
98.49

	
98.52




	
CaffeNet

	
BOW(CaffeNet)

	
96.90

	
98.15




	
CaffeNet

	
VLAD(CaffeNet)

	
97.31

	
98.21




	
CaffeNet

	
IFK(CaffeNet)

	
97.40

	
98.03




	
CaffeNet

	
BOW(VGG-VD16)

	
98.07

	
98.89




	
CaffeNet

	
VLAD(VGG-VD16)

	
97.91

	
98.65




	
CaffeNet

	
IFK(VGG-VD16)

	
98.16

	
98.80




	
OverFeat + CaffeNet [36]

	
99.43

	
–














6. Discussion

From the extensive experiments above, the two proposed scenarios, which utilize CNN activations from the FC layers and convolutional layers, respectively, have been proven to be very effective for HRRS scene classification. Specifically, several interesting yet practical observations from the experiments are summarized as follows:


	-

	The features extracted from both FC layers and convolutional layers have stronger representative ability than low-level hand-crafted features. Combined with a simple linear classifier, these CNN features can result in very remarkable performance, which also reveals that the deep CNNs trained on large natural image datasets generalize well to HRRS datasets.



	-

	As shown in Figure 7, we can invert the CNN features from very deep layers (e.g., the fifth convolutional layer) to recognizable reconstructed images. This result indicates that even from a very deep layer, the extracted CNN features still preserve rich useful information, sufficient for describing images.



	-

	For HRRS scene datasets, due to their more generic ability, CNN features from the first FC layers consistently work better than those from the second FC layers that are widely used in many works. Moreover, the data augmentation technique is verified to be beneficial for increasing the final classification performance.



	-

	The selection of the pre-trained CNN model also influences the final performance. Overall, the VGG-S model results in the best performance among the eight evaluated CNN models when extracting FC features; the VGG-M model that balances accuracy and computational cost is a better choice when extracting dense convolutional features. Moreover, PlacesNet, which is specially trained with a large natural scene dataset and has achieved impressive results on many natural scene benchmarks, performs considerably worse than the other CNN models on the HRRS scene datasets. This result indicates that considerable differences exist in the structural and textural patterns between natural scenes and HRRS scenes.



	-

	The very elementary feature coding approach, e.g., the BOW, can even achieve as competitive performance as the best if the features are good enough, e.g., the proposed multi-scale dense convolutional features. The IFK generally outperforms the other three feature coding methods, particularly with features extracted from lower-level convolutional layers.



	-

	In scenario (I), when extracting features of FC layers, we need to first resize the image scenes to the required size of the pre-trained model, whereas we can directly extract dense convolutional features of images with any size in scenario (II). Scenario (I) will suffer losing considerable information for resizing images when the size of the input image is much larger than the required size. Hence, the dense convolutional features are more suitable than the features from FC layers for HRRS scene datasets composed of large-sized images.



	-

	Features extracted from the two scenarios are complementary to some extent, and thus, we further improve the classification performance by combining feature representations of the two scenarios.





These observations can provide us with very meaningful instructions for employing deep CNN features for new HRRS scene datasets or tasks in the remote sensing field.



7. Conclusions

In this paper, we have comprehensively investigated transferring the activations of CNNs trained on the ImageNet datasets to HRRS scene classification task. In order to obtain strong global image representations for classification, two scenarios are proposed by utilizing CNN activations from different layers of a pre-trained CNN: directly extracting features from the fully-connected layers and encoding multi-scale dense features from convolutional layers.

We evaluate our methods on two public HRRS scene datasets and achieve remarkable overall classification accuracies of 96.90% for the UCM dataset and 98.64% for the WHU-RS dataset respectively. As expected, our method outperforms the state-of-the-art methods that only focus on exploring low-level hand-crafted features, with a gain up to about 2.5% on UCM and about 5% on WHU-RS. In contrast with the methods that also explore CNNs, even though we do not apply any fine-tuning strategies for the pre-trained CNN in our method, our method is only 0.2% worse than the best method that elaborately fine tunes the CNN. Furthermore, combining the two scenarios improves performance by about 2% in UCM and by about 0.5% in WHU-RS. These impressive results demonstrate that not only the features of fully-connected layers but also dense convolutional features of a pre-trained CNN are discriminative and powerful image representations, generalising well to HRRS scene datasets.

In future studies, we plan to investigate more sophisticated strategies to encode the dense CNN features to improve the invariance of representations. We would also like to transfer CNN features to other remote sensing tasks, such as semantic labeling and segmentation of large satellite images.
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