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Abstract: Appropriate environmental sensing methods and visualization representations are crucial
foundations for the in situ exploration of planets. In this paper, we developed specialized visualization
methods to facilitate the rover’s interaction and decision-making processes, as well as to address
the path-planning and obstacle-avoidance requirements for lunar polar region exploration and Mars
exploration. To achieve this goal, we utilize simulated lunar polar regions and Martian environments.
Among them, the lunar rover operating in the permanently shadowed region (PSR) of the simulated
crater primarily utilizes light detection and ranging (LiDAR) for environmental sensing; then, we
reconstruct a mesh using the Poisson surface reconstruction method. After that, the lunar rover’s
traveling environment is represented as a red-green-blue (RGB) image, a slope coloration image,
and a theoretical water content coloration image, based on different interaction needs and scientific
objectives. For the rocky environment where the Mars rover is traveling, this paper enhances
the display of the rocks on the Martian surface. It does so by utilizing depth information of the
rock instances to highlight their significance for the rover’s path-planning and obstacle-avoidance
decisions. Such an environmental sensing and enhanced visualization approach facilitates rover
path-planning and remote–interactive operations, thereby enabling further exploration activities in
the lunar PSR and Mars, in addition to facilitating the study and communication of specific planetary
science objectives, and the production and display of basemaps and thematic maps.

Keywords: lunar rovers; Mars rovers; human–robot interaction; enhanced rendering; permanently
shadowed region (PSR); rocks

1. Introduction

Since the start of human deep space exploration, the Moon and Mars have been the
two celestial bodies most frequently visited and studied by probes. As the only natural
satellite of the Earth, the Moon is the closest celestial body to our planet. Exploration of
the Moon is technically less difficult and less expensive, making it a priority target to carry
out deep space exploration for most countries. Mars has more similarities with Earth, such
as minerals, atmosphere, and water resources, implying that its former environment was
closer to that of Earth and may have had the potential to harbor organic life [1,2].

Lunar and Martian probes can be categorized into two types: orbiting satellites and
landing rovers. In most cases, rovers, also known as in situ exploration missions, are
carried out with the assistance of orbital exploration [3,4]. During the orbital exploration
of the Moon and Mars, a significant amount of scientific research results produced can
assist mission management in determining the landing position of the lander based on
scientific research objectives and engineering constraints. Additionally, these results can
guide the rover in path planning, sampling, emergency disposal, and other tasks. However,
in actual rover operations, whether they involve visualizing local information displays
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or meeting data quality requirements for local path planning, all tasks require inspection
of the sensor data carried by the rover as data support, such as panoramic cameras [5–7],
infrared cameras [5,8], etc.

Images from non-true color cameras can also be processed to create a visualization
similar to that of true color cameras. For the visible and infrared band image data, the
grayscale map obtained directly from camera exposure can accurately represent the to-
pography of the lunar surface in a manner that aligns with human geospatial cognition
on the Moon [9,10]. Non-true color image data can be processed to generate pseudo-color
images, which can be used to depict the landforms of Mars with the reddish-brown color
of its surface [11,12]. Inside the permanently shadowed regions (PSRs) of the lunar polar
region, where sunlight is lacking, it is difficult for rovers to use cameras to obtain image
data quickly and over a wide range. Remote sensing imaging of PSRs has also been a
long-standing challenge. However, the ShadowCam onboard the Korea Pathfinder Lunar
Orbiter (KPLO) has been able to effectively image most brighter PSR pixels [13]. Under such
conditions, to obtain real-time topography of nearby areas, active observation equipment
such as LiDAR is necessary. If we equip the lunar rover with LiDAR, the three-dimensional
surface of the environment near the rover can be reconstructed using laser point cloud
technology [14–17]. Based on this reconstruction, a simulated image map that aligns with
people’s geospatial cognition can be created using suitable rendering methods. For various
exploration and visualization requirements, the three-dimensional surface can be integrated
with other types of data to better meet diverse scientific objectives. Mars rovers are faced
with a variety of features on the Martian surface, including rocks [18–20]. These rocks may
adversely affect the travel of Mars rovers and have potential risks. In order to better fulfill
the scientific objectives and obstacle avoidance requirements of the Mars rover [21–23], in
the actual exploration activities, we can realize the instance segmentation of the rocks in
the field of view based on the image data captured by the stereo camera and calculate the
depth of each rock, which refers to the distance from the rock to the stereo camera, aid
operators in their decision-making and support on-site autonomous decision-making.

In this paper, enhanced rendering from the perspectives of in situ lunar rover and
Mars rover during a planetary exploration mission are studied separately. Firstly, for the
perception and exploration of the environment of the lunar PSR, there are different solutions
from scientific and engineering perspectives [24,25], but the rendering and display of the
exploration results are inevitably different from those of the lunar low- and middle latitudes.
In this paper, we take a LiDAR-equipped rover as an example, and, accordingly, explore
the terrain display and enhancement rendering methods for lunar PSR. Secondly, many
Mars in situ exploration projects have to enter a rocky environment, which is complex, and
the operation of Mars rovers in these regions is severely limited by objective conditions.
In this paper, we take a Mars rover equipped with stereo terrain cameras as an example
to enhance the rendering of rocks in these regions to highlight the spatial information of
rocks. In the exploration practice of the Moon and Mars, the interaction between ground
controllers and rovers is largely based on experience. By enhancing the rendering of the
terrain information and highlighting the obstacles in the environment, we can assess the
feasibility of the paths and the passability of the local terrain, which can help the research
of related scientific issues and the production of planetary basemaps and thematic maps.

2. Related Work
2.1. Advancement of In situ Exploration

The lunar south pole has become a focal point for deep-space exploration due to its
extreme illumination conditions and potential abundance of resources (e.g., water ice) [26–28].
As a result, many countries have planned or executed exploration missions to the lunar south
pole. India’s lunar exploration mission, Chandrayaan-3, successfully achieved a soft landing
near the lunar south pole on 23 August 2023, at a latitude of 69.37◦S, approximately 600 km
from the south pole [29,30]. This location is in a high-latitude region but not within the PSRs
of the lunar polar region. Its rover went into hibernation before the start of the lunar night on
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3 September, after working during the lunar day [31]. The Artemis program, led by NASA
and involving several countries, aims to resume manned lunar landings [32–34]. At least two
of these programs involve the exploration and exploitation of the lunar south pole: the VIPER
(Volatiles Investigating Polar Exploration Rover) rover program [24,35] and the Artemis Base
Camp, both of which start at the edge of the PSRs of the lunar south pole and conduct scientific
missions within the PSRs. VIPER’s pre-selected landing site is located in Nobile Crater at the
lunar south pole, and it will drive into the PSRs within the impact crater for exploration
and sampling during its operation [26,36]. VIPER will adopt the approach of carrying light
sources to achieve environmental sensing in PSR. The pre-selected site for the Artemis Base
Camp may be located on the connecting ridge between the Shackleton and de Gerlache
craters, enabling astronauts to access the PSRs within the impact craters for exploration.
China’s planned lunar probe, Chang’E-7, will also land in the lunar south pole region [37],
and its preselected landing zone may be within the Amundsen Crater. It is evident that the
south pole of the Moon has become a focal point for deep space exploration, presenting
new challenges and necessitating advancements in the theory and methods of cartography.

The landing sites of lunar probes had long been limited to the near side of the Moon
at low and middle latitudes. Chang’E-4 successfully achieved a soft landing on the far
side of the Moon in 2019, and Chandrayaan-3 achieved a soft landing at high latitudes in
2023. These two lunar probes have significantly expanded the scope of human exploration
of the Moon, but they have not yet reached the research hotspots such as the PSRs in the
lunar polar regions (shown in Figure 1). The lower and middle latitudes of the Moon
are characterized by greater illumination, improved communication, and flatter terrain,
particularly in the lunar maria region. While the in situ exploration experience accumulated
in the low and middle latitudes of the Moon is certainly beneficial for exploring the PSRs,
many characteristics of the PSRs still necessitate targeted exploration methods. In the PSRs,
there is a lack of reflected light and extremely low temperatures [38], making it difficult for
rovers and flybys to use visible and infrared cameras normally in these areas without light
source [39]. As a result, it is not possible to produce high-definition DEM (Digital Elevation
Model) based on the images [40,41]. When conducting in situ exploration in the PSRs, one
viable method of exploration is to utilize SLAM (Simultaneous Localization and Mapping)
for active observation through laser point clouds in order to overcome the constraints
of passive observation in the PSRs [42,43]. A rover equipped with LiDAR can sense the
surrounding environment from a long distance, even in the absence of illumination. It
can reconstruct digital terrain details inside the PSRs [44], thereby altering the current
status quo that only satellite laser altimeter data is accessible for the PSRs. Many rovers
operating at low and mid latitudes on the Moon utilize a visual matching localization
method [45], which depends on the cameras mounted on the rovers. If equipped with
LiDAR, they can achieve matching localization in the PSRs [46]. Water ice is the most
popular resource in the PSRs of the Moon [47]. In several studies [48–50], researchers
have utilized orbital remote sensing data to estimate the water content of the sections of
the PSR through various methods. These methods and conclusions help us analyze the
water ice content and the distribution patterns of water ice in this region, which is crucial
for the collection of water-bearing minerals during in situ exploration of the rover. For
landforms located in both illuminated regions and PSRs, we can employ specific methods
to enhance their visualization. This will aid in the advancement of scientific research and
the presentation of findings.
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Figure 1. Satellite image captured by Chang’E-2 of the landing site of Chang’E-3 (red pentagon in 
(a)) and Chandrayaan-3 (orange triangle (b)); (c) shows the image in lunar south polar region, and 
the red area in the image represents the PSRs. 
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new approach to deep space exploration [51,52]. China’s Zhurong rover landed in the 
southern region of Utopia Planitia on Mars in 2021, marking China’s achievement of a soft 
landing on the Martian surface [53]. The surface of Mars exhibits a more complex geomor-
phology than the Moon, featuring a broader distribution of rocks [19,20]. When the rover 
on the surface of Mars conducts its scientific mission, it must also be mindful of the threats 
posed by the terrain and rocks, and enhance the rover’s obstacle avoidance performance. 
Satellite remote sensing data can be used to preliminarily assess the slope and roughness 
of the surface of Mars, as well as to identify larger rocks. This information is crucial for 
landing site selection and global path planning [54,55]. The landing sites for the Mars 
rover are typically selected to be wide, flat, and less rocky. However, the scientific mis-
sions of the Mars rover often involve exploring complex terrain, conducting laser and 
spectral analysis of various substances, and collecting mineral samples. As a result, it is 
often necessary to navigate areas with complex terrain and a high density of rocks. Exist-
ing Mars rovers primarily depend on image data to identify the terrain in the surrounding 
environment and make local path-planning and obstacle-avoidance decisions to realize 
the safe navigation of the rover. For the rover traveling to a rocky area, manual supervi-
sion may be necessary for the rover to make autonomous decisions. At this time, the con-
trol center’s task of manually supervising the image is becoming more complex, making 
it difficult for operators to respond to complex environments in a timely and efficient man-
ner. If the display of rocks in the field of view of the panoramic camera can be enhanced, 
the density and depth of rocks in the area can be more clearly and distinctly represented, 
facilitating obstacle-avoidance decisions and the collection of rock samples. 

2.2. Sensors on Planetary Rovers 
In recent years, as more and more countries have become involved in deep space 
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Figure 1. Satellite image captured by Chang’E-2 of the landing site of Chang’E-3 (red pentagon in (a))
and Chandrayaan-3 (orange triangle (b)); (c) shows the image in lunar south polar region, and the
red area in the image represents the PSRs.

In recent years, in situ exploration missions to Mars have also been advancing rapidly.
NASA’s Mars 2020 program’s Perseverance rover and Ingenuity helicopter deployed a
drone on the surface of a celestial body other than Earth for the first time, pioneering a
new approach to deep space exploration [51,52]. China’s Zhurong rover landed in the
southern region of Utopia Planitia on Mars in 2021, marking China’s achievement of a
soft landing on the Martian surface [53]. The surface of Mars exhibits a more complex
geomorphology than the Moon, featuring a broader distribution of rocks [19,20]. When
the rover on the surface of Mars conducts its scientific mission, it must also be mindful
of the threats posed by the terrain and rocks, and enhance the rover’s obstacle avoidance
performance. Satellite remote sensing data can be used to preliminarily assess the slope
and roughness of the surface of Mars, as well as to identify larger rocks. This information
is crucial for landing site selection and global path planning [54,55]. The landing sites for
the Mars rover are typically selected to be wide, flat, and less rocky. However, the scientific
missions of the Mars rover often involve exploring complex terrain, conducting laser and
spectral analysis of various substances, and collecting mineral samples. As a result, it is
often necessary to navigate areas with complex terrain and a high density of rocks. Existing
Mars rovers primarily depend on image data to identify the terrain in the surrounding
environment and make local path-planning and obstacle-avoidance decisions to realize the
safe navigation of the rover. For the rover traveling to a rocky area, manual supervision
may be necessary for the rover to make autonomous decisions. At this time, the control
center’s task of manually supervising the image is becoming more complex, making it
difficult for operators to respond to complex environments in a timely and efficient manner.
If the display of rocks in the field of view of the panoramic camera can be enhanced, the
density and depth of rocks in the area can be more clearly and distinctly represented,
facilitating obstacle-avoidance decisions and the collection of rock samples.

2.2. Sensors on Planetary Rovers

In recent years, as more and more countries have become involved in deep space
exploration, research on the Moon and Mars has been developing rapidly. Future lunar
and Mars rovers are expected to be equipped with a variety of sensors for environmental
sensing and decision-making support. The characteristics of these sensors and the missions
on which these devices have been utilized are listed in Table 1.
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Table 1. Sensors and their characteristics that can be equipped on rovers.

Sensor Advantage Drawback Missions

Stereo camera
Sufficient information in a single

frame to fully perceive the
surrounding terrain [5,6]

Difficult to work in the
shadowed region of the Moon

Most missions, e.g., Yutu,
Perseverance, Zhurong

LiDAR Works well in the shadowed region
of the Moon [14]

High power consumption and
large computational workload Not utilized yet

Infrared camera
Multiple bands to sense terrain and

material composition around the
rover [5,8]

Difficult to work in the lunar
shadowed region

Many missions, e.g., Yutu,
Zhurong

Light source & Stereo
camera

Works well in the lunar shadowed
region [24] Close sensing distance VIPER

In general, in the current in situ exploration mission, there is a need to deal with
various planetary environments, leading to a trend towards multi-sensor development
for the rover’s environmental perception. However, the data from the rover’s perspective
have not been adequately enhanced in rendering, resulting in operators making decisions
primarily based on their own knowledge and experience. Based on the theories and
methods proposed in this paper for enhanced rendering in the rover view, operators
can participate more efficiently and accurately in assisting rover decisions and obstacle-
avoidance operations in specific environments. Additionally, this approach is beneficial for
presenting the results of in situ exploration to both professionals and non-professionals.

3. Methodology

Based on the practice of in situ exploration of the Moon and Mars, we can explore
rover perception and enhanced interactive rendering methods tailored to the environmen-
tal characteristics of planetary surfaces (Figure 2). To develop methods to enhance the
rendering of sensor data from the Lunar and Mars rovers, it is essential to first establish a
virtual planetary environment in the computer. For the Earth’s environment, we can gather
substantial real-world data to generate virtual maps [56]. However, the cost of acquiring
similar data on the Moon and Mars is prohibitively high. Currently, only some rover stereo
image data have been utilized to create high-definition DEM of nearby environments [45].
This limitation makes it challenging to efficiently obtain extensive, diverse planetary envi-
ronment datasets that encompass a wide range of landforms. To create virtual terrain that
accurately reflects real topographical conditions for rovers, the resolution and precision
should both reach the decimeter level or higher. The existing large-scale topographic data
of the Moon and Mars are generated from satellite remote sensing data [57], but their
resolution and precision are insufficient to meet the requirements of rover environment
simulation. Therefore, to create an effective experimental environment, we can opt for
building a virtual environment that reflects the topographic characteristics of the lunar
and Martian surfaces [58]. The advantage of this method is that it allows us to generate
high-definition terrains and landscapes based on experimental demand. Additionally, we
can adjust the texture to match the environmental characteristics of the target area, with
lunar textures matching the common colors and granularity of lunar soil, and Martian
textures matching the common colors and granularity of Martian sand and gravel. This
enables the virtual environment to accurately simulate the conditions experienced by rovers
on the Moon and Mars.



Remote Sens. 2024, 16, 1270 6 of 24Remote Sens. 2024, 16, x FOR PEER REVIEW 6 of 25 
 

 

 
Figure 2. Flowchart of sensing and enhanced interactive rendering of in situ planetary exploration. 

3.1. Virtual Lunar Environment 
3.1.1. Moon Data 

The PSRs of the Moon are primarily found within impact craters in the high-latitude 
areas of the Moon. The bottoms of the large impact craters in the polar regions are rela-
tively flat and have a wide shadow range [59], making them conducive to exploration 
work. As a result, the main exploration area for PSR rovers planned by various countries 
is located in the impact craters near the south pole of the Moon [24,35]. The topography 
of impact craters is typically characterized by regular and circular shapes, including dis-
tinct features like impact crater rims and bottoms [60]. It is challenging for random terrain 
generation tools to replicate such uniform terrain. Therefore, in order to simulate the con-
ditions of the rover on the lunar surface, particularly in the PSRs, we can manually set up 
a terrain that matches the morphological characteristics of the impact craters in the lunar 
polar region. This can be combined with a surface texture that conforms to the character-
istics of the lunar surface cover, ultimately producing a virtual environment suitable for 
the exploration of the PSRs (see Figure 3). The area in Figure 3 is a square with a side 
length of 200 m. In Figure 3, we used a higher solar elevation angle, which does not cor-
respond to the actual illumination conditions of PSR, but it can represent the morphology 
of this crater in a way that conforms to human familiarity with lunar features. 
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3.1. Virtual Lunar Environment
3.1.1. Moon Data

The PSRs of the Moon are primarily found within impact craters in the high-latitude
areas of the Moon. The bottoms of the large impact craters in the polar regions are relatively
flat and have a wide shadow range [59], making them conducive to exploration work. As a
result, the main exploration area for PSR rovers planned by various countries is located
in the impact craters near the south pole of the Moon [24,35]. The topography of impact
craters is typically characterized by regular and circular shapes, including distinct features
like impact crater rims and bottoms [60]. It is challenging for random terrain generation
tools to replicate such uniform terrain. Therefore, in order to simulate the conditions of the
rover on the lunar surface, particularly in the PSRs, we can manually set up a terrain that
matches the morphological characteristics of the impact craters in the lunar polar region.
This can be combined with a surface texture that conforms to the characteristics of the lunar
surface cover, ultimately producing a virtual environment suitable for the exploration of
the PSRs (see Figure 3). The area in Figure 3 is a square with a side length of 200 m. In
Figure 3, we used a higher solar elevation angle, which does not correspond to the actual
illumination conditions of PSR, but it can represent the morphology of this crater in a way
that conforms to human familiarity with lunar features.
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3.1.2. Simulation of Lunar PSR Terrain

The Gazebo platform is a viable option for simulating outdoor unmanned vehicles.
Gazebo is a 3D robot simulation platform that supports user-defined environments and
robot models, and provides toolbox and API that allow users to customize sensors and
acquire data according to their needs. By loading the Gazebo version 9.12.0 with the
simulated environment of the Moon created above allows us to simulate the effects of
various types of sensors operating on it. In this experiment, we set up a simple unmanned
vehicle with a structure that can be divided into three parts: the platform, the LiDAR, and
the stereo camera (Figure 4).
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Wheeled lunar and Mars rovers are popular options for current exploration mis-
sions [61]. In the experiments described in this paper, an unmanned vehicle with a six-
wheeled chassis is used, which can move freely in a simulated planetary environment. The
primary application scenario for LiDAR is in the PSRs of the lunar polar region, and its
advantage lies in its ability to detect the rover’s surroundings in low-illumination condi-
tions, which can partially substitute the function of the conventional lunar rover’s stereo
terrain camera.

3.2. Virtual Martian Environment
3.2.1. Mars Data

A simulation tool, currently based on Blender version 2.93, can be utilized to generate
terrain that closely resembles the Martian surface [62]. The outdoor environment can
be modified to meet experimental objectives [63,64]. This involves modifying the type
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of landforms, distribution of rocks, and slope of the terrain to match the characteristics
of the Martian surface. In the paper [18], the simulated Martian terrain created by the
researchers using this simulator tool yielded a more accurate simulation of terrain and
rocks. The SimMars6K dataset, which comprises stereo RGB images, depth images, and
semantic segmentation, as well as instance–segmentation maps of rocks, modeled the rocky
environment of the Martian surface. Its stereo camera model is referenced to the Navigation
and Terrain Camera (NaTeCam) of Zhurong rover, with a height of 1.2 m from ground, a
field of view (FOV) of 46.5◦ × 46.5◦, and an image resolution of 512 × 512. This dataset
meets the requirements of this study and is, thus, utilized in this paper.

3.2.2. Simulation of Martian Rocky Environment

For the rocks distributed in the environment, we can know their depth and semantic
information in relation to the rover, based on which we can enhance the visualization
of the rocks to simulate the rocky environment in a real Mars exploration mission (see
Figure 5). Mars rovers are typically equipped with stereo terrain cameras. The stereo
camera can function effectively in the illuminated regions of the Martian and lunar surfaces.
In a real Mars exploration mission, we can employ deep learning to segment rocks within
the camera’s field of view based on the camera images [65]. Then, by using stereo vision
methods, we can obtain the depth of rocks in the field of view and the images can be
processed to improve the display.
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3.3. Algorithm for Enhanced Interactive Rendering
3.3.1. Data Process of Point Cloud of Lunar PSR Terrain

Rovers operating in illuminated regions can generally obtain topographic information
about the nearby area using stereo cameras [45], and we can enhance the display based on
this information. For a rover operating in PSR, where imaging the surrounding environment
with a camera is challenging [38], the topographic surface of the environment can be
reconstructed using laser point cloud technology [14]. Specially, the point cloud and
imaging data were acquired by importing the lunar rover model with sensors (Figure 4) and
a simulated lunar crater environment (Figure 3) into the Gazebo simulation environment.
Based on this, targeted rendering enhancements can be achieved for a wide range of
scientific subjects (Figure 6).
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Constructing the data collected from laser point cloud into a mesh can approximate
the topographic information within PSR. In this study, we used Poisson surface recon-
struction [66] to reconstruct the point cloud data obtained by LiDAR into a mesh, in order
to approximate the topography within the crater. Based on this, by using a texture that
conforms to the characteristics of the lunar surface covering, the environment in PSR can
be displayed in a manner that aligns with human’s geographical perception of the Moon.
Expressing the topography of PSR in this way can better illustrate the typical lunar sur-
face features. The presentation can visually convey to the viewer the commonalities in
exploration activities carried out in different regions of the Moon, on the basis of which the
characteristics of exploration in lunar polar regions can be demonstrated.

Constrained by the performance of the lunar rover itself, its exploration must take
into account the terrain slope in the surrounding environment to prevent getting stuck
in challenging negative terrains like small craters and navigating through steep slopes
in positive landforms. Therefore, we need to consider the characteristics of the lunar
rover [67] and carefully conduct local path planning. Based on the topographic surface of
the surrounding area, the slope of each point in the global environment can be extracted and
rendered in a specific color scheme. Calculating the slope directly with the normal vector
of the triangular surface may result in significant errors in the local slope because of the
distribution of sampling points. Therefore, in this paper, the following distance-weighted
method (Equation (1)) is used to calculate the slope ip0 :

ip0 = ∑
p∈M,
p ̸=p0

hp − hp0

dp
(1)

where M is the sampling area, which in this experiment is set as a circle with a radius of
5 m, h is the elevation at each point, and dp is the distance from point p to p0.

For negative terrains with steep slopes, especially small craters, it is challenging for a
rover to capture laser point cloud data from within the terrain over long distances due to
obstruction by the terrain. These areas appear as voids in the point cloud dataset. Therefore,
it can be assumed that the enclosed area lacking laser point cloud data present challenging
terrain for the rover, such as a small crater. These areas can be treated as elevated obstacles
that are also difficult to navigate, and their accessibility can be reflected in the form of
slopes on the surfaces and colored. By combining the sizes of craters in various geomorphic
units, the void can be identified and the slope i can be updated as Equation (2):

i =
{

i0, Nd ≥ k
ivoid, Nd < k

(2)

where i0 is the original slope value entered, Nd is the number of data points within a
distance of d from this voxel, and k is a threshold value set according to the specific
environment and LiDAR performance.
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Some studies [48,49] have estimated the water content in the lunar PSR based on vari-
ous remote sensing data, including neutron fluxes, which provide a foundation for in situ
water-ice exploration activities. Displaying such data overlaid on simulated lunar surface
texture maps can help visualize the scientific objectives of lunar water-ice exploration and
serve as a reference for in situ exploration. For instance, the reconstructed lunar surface
environment is textured with a gray-based texture to replicate the characteristics of the
lunar surface covering, on top of which a colored texture is applied to represent the water
content inferred from the theoretical model. This can be used to emphasize the mission
objectives of detecting water-bearing minerals by creating a clear contrast between the
colored layers and the grey-based texture. For other exploration needs, targeted thematic
maps can also be generated based on theoretical predictions and in situ exploration results.

3.3.2. Data Process of Panoramic Cameras of Martian Rocky Environment

The abundance of rocks of various sizes on the surface of Mars is a crucial aspect
of scientific exploration and essential for the safe operation of the rovers. Mars rovers
are often equipped with stereo terrain cameras that can capture binocular RGB images
of their surroundings. The distance of the rocks in the field of view can be determined
using binocular depth estimation or deep learning methods, which can be used to create a
depth map. With the assistance of traditional computer vision methods or deep learning
neural networks, it is possible to segment and extract rock instances in RGB images. In
the SimMars6K dataset [18], the edge and semantic information of rock instances and RGB
images have been documented. A unique rendering strategy for the rocks can emphasize
the rocks in the field of view and achieve enhanced interactive rendering (Figure 7).
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Figure 7. RGB image (a) taken by the Mars rover in a simulated environment and its depth image (b).

For the rocks in the field of view, the depth image is visualized and mapped. This
rendering strategy can better emphasize the spatial information of the rocks and their
relationship to their surroundings, e.g., local slope and distance to other rocks. According
to the experience, the color mapping method can adopt the red-yellow-green gradient color
scheme, which offers more color variations compared to other color mapping methods, and
the color distribution aligns more closely with human color cognition [68]. Considering that
the red color is similar to the color of the Martian surface cover, which makes it difficult to
differentiate, magenta is used here to represent the rocks that are nearby and have a greater
impact on the rover’s current travel, carrying greater weight in decision-making. The green
color represents rocks that are farther away and have less influence on the rover’s current
travel. We can use a formula for distance image mapping, as shown in Equation (3):
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
R = 0, G = 255, B = 0 (Dis > Dismax)

R = (Dismax − Dis)/(Dismax − Dismax ∗ rate) ∗ 255, G = 255, B = 0 (Dismax ∗ rate < Dis < Dismax)

R = 255, G = Dis
Dismax∗rate ∗ 255, B = Dismax∗rate−Dis

Dismax∗rate 255 (Dis < Dismax ∗ rate)
(3)

where RGB denotes the red, green and blue channel pixel values of the mapping result,
respectively, and Dis denotes the distance value corresponding to the pixel point. Dismax is
a set threshold, beyond which the color of the rock is mapped as green. rate controls the
rate of the color change (from red to yellow and then to green), and the change process is
uniform if rate = 0.5. Then, using the color mapping information of the distance image,
the semantic segmentation results are overlaid and mapped into the RGB visual space, as
shown in Equation (4):

Iresult = Color(Dis) ∗ α + I ∗ β + γ (label = 1) (4)

In the formula, Iresult denotes the output image result, and I denotes the original RGB
image, and Color(Dis) denotes the RGB image produced by mapping the distance image
calculated in the previous step. α and β are used to control the weights of the two images
that need to be fused, which is usually between 0 and 1, and β = 1 − α. γ is the bias value,
which can adjust the overall color and brightness of the image or individually adjust the
brightness of each channel. In this paper, we assign different weights based on empirical
values to achieve specific enhanced rendering. This formula is applied to the RGB image,
with the same weight applied to each pixel for each RGB channel. The label denotes the
pixel-by-pixel labeling of obstacles, such as rocks, in the semantic segmentation result. A
value of 1 indicates that it is a rock pixel, while 0 indicates that it is not a rock pixel. In this
step, we only enhance the pixels labeled as rocks, while leaving the ground and sky outside
the rocks unaltered, in order to accurately represent the natural environment of the Martian
surface while highlighting the impact of the rock rendering. In the processing of semantic
segmentation results, algorithms for edge detection or con-tour detection, such as the
Canny edge detector [69] or ‘cv2.findContours’ [70], can be utilized to delineate the edges
of rocks. And the pixels at the edges are set to white. This method can further highlight the
rock on the basis of enhanced rendering, which is beneficial for hu-man-robot interaction.

For smaller rocks, the rover’s obstacle avoidance capability is sufficient to traverse
over them. Meanwhile, for Mars rovers equipped with drill samplers, the sampling target
should be large rocks or exposed rock bodies buried underground. We infer that smaller
rocks have lower engineering and scientific value. Therefore, assigning color blocks with
varying levels of transparency to different sizes of rocks can further highlight the impact of
rocks on driving in human–robot interaction operations. Adjusting the weights α and β

in Equation (4) can change the transparency. We can specify the transparency of the color
block of the rock with Equation (5):

α = 1 (Vol > Volmax)

α = αmin + (1 − αmin)
(

Vol−Volmin
Volmax−Volmin

)
(Volmin < Vol < Volmax)

α = αmin (Vol < Volmax)

(5)

where α is the weight in Equation (4), which controls the transparency of the color block,
and Vol is the size of the rock; Volmax is a set threshold, and a rock larger than this size is
assigned to a completely opaque color; Volmin is another threshold, and a rock smaller than
this size is assigned to a color of maximum transparency (αmin).

4. Experiment and Analysis
4.1. Enhanced Interactive Rendering of Lunar PSR Terrain

As mentioned above, proper rendering of the results of the Poisson surface reconstruc-
tion can result in a visual effect similar to that of the real lunar surface. Considering the
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geographical spatial cognition developed by humans over a long period of visible light
band observations of the low and middle latitudes of the Moon, this kind of texture should
align with the gray color on the surface of the Moon, giving people an intuitive lunar
surface visual experience (see Figure 8).
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Figure 8. Crater terrain reconstructed using laser point cloud data and rendered with a texture that
matches the characteristics of the lunar surface.

On the basis of Equation (1), the slope i at each point can be assigned a color (shown
in Figure 9) for enhanced interactive rendering in the rover view (shown in Figure 10). In
Figures 9 and 10, regions with slopes less than the threshold imin are colored green, regions
with slopes greater than the threshold imax are colored red, and a linear gradient is used to
assign colors when the slope is between the two thresholds. This process is global and can
realize rough slope extraction based on laser altimetry data, and update high-resolution
and high-precision slope data according to rover data during actual exploration. Such an
enhanced rendering can represent the accessibility of specific locations and assist controllers
in path planning.
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According to Equation (2), areas where point cloud data are lacking can be filtered out.
When Nd is less than the threshold k, the area is considered to be “void” and the slope value
is modified to a very large value ivoid, indicating that the area is impassable (Figure 11). In
this paper, we represent negative terrains lacking point cloud data as a hemispherical bulge.
This hemispherical bulge, composed of irregular triangular meshes, has a more regular



Remote Sens. 2024, 16, 1270 13 of 24

morphology and appears as an overall red color in the enhanced rendering image. Lunar
rocks, which are often encountered during lunar rover travel, tend to have irregular shapes
and appear in various colors under slope coloration, and can be distinguished from the red
hemispherical rises with a regular shape here.
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Accurate terrain slope data are essential for automated local path planning for lunar
rovers [71]. Enhanced rendering of LiDAR data using this method can effectively illustrate
the terrain within the PSRs of lunar polar regions. In the human–robot interaction operation
of the rover, compared to VIPER [24], which relies on lighting and stereo cameras, path
planning and decision making can be carried out on a larger scale (Figure 12).

As mentioned above, starting from the water (H2O) content of the lunar surface layer
estimated from remote sensing data, it is also possible to generate an environment that
is beneficial for rover missions. In Figure 13, the color phase superimposed on the lunar
surface varies with the inferred water content of minerals, with redder colors indicating
lower water content and greener colors indicating higher water content. These colors
correspond to the representation of aridity and wetness in human cognition, intuitively
indicating the exploration objectives of the rover. This is conducive to the rover’s decision-
making during exploration and the demonstration of results.
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4.2. Enhanced Interactive Rendering of Martian Rocky Environment

As mentioned above, appropriate coloring of rocks on the Martian surface from the
spatial information of the rocks can highlight the characteristics of the rocks. The result
of the enhanced display is depicted in Figure 14 on the basis of Equations (3) and (4). The
pixels at the edges of the rocks are set to white in the figure, thus highlighting the edges
of the rocks. Figure 14a fills the segmented rocks with different colors to indicate their
depths, visually representing the distribution of the rocks in the field of view. This succinctly
indicates their impact on the rover’s travel and the difficulty of in situ exploration, and helps
personnel participate in the rover’s maneuvering and decision-making. Figure 14b uses
colored lattices to fill in the rocks, based on human visual cognitive intuition, using color
assimilation to highlight the elements of the rocks [72]. This approach better highlights
the rocks and simultaneously expresses the surface characteristics of the rocks, clearly
depicting the light and shadow features on the surface of the rocks.
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Figure 14. Enhanced rendering of a rocky environment in the rover view. (a) Fill the rocks with
coloreds. (b) Fill the rocks with colored lattices.

As described in Equation (5), adjusting the transparency of the rock coloring layer
according to their size can effectively highlight the impact of large rocks on Mars rover’s
operation, as shown in Figure 15.
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Figure 15. Enhanced rendering of a rocky environment assigning a rock coloring layer with different
levels of transparency. Both scene (a) and (b) fill the rocks with colored lattices.

In different missions, different Mars rovers have varying body widths, which affects
their ability to navigate rocky environments. If there are two large rocks and the distance
between them is less than a certain value, it can be assumed that the rover will be unable
to pass between them. This will impact the path planning of the rover in the rocky
environment of Mars. Based on the stereo image, we can get the depth of the rocks and
the size of the blocks in the RGB image. This information allows us to roughly estimate
the size of the rock. For larger rocks that exceed the rover’s obstacle-crossing capability,
the rocks within a specific detection radius are scanned. If other large rocks are present,
the two rocks are connected with a red line and highlighted (Figure 16). This will facilitate
local path planning and decision-making for obstacle avoidance.



Remote Sens. 2024, 16, 1270 16 of 24

Remote Sens. 2024, 16, x FOR PEER REVIEW 16 of 25 
 

 

size of the rock. For larger rocks that exceed the rover’s obstacle-crossing capability, the 
rocks within a specific detection radius are scanned. If other large rocks are present, the 
two rocks are connected with a red line and highlighted (Figure 16). This will facilitate 
local path planning and decision-making for obstacle avoidance. 

 
Figure 16. Enhanced rendering of a rocky environment with large rocks concatenated. (a,b) corre-
spond to different locations. 

Given the variations in obstacle-crossing performance, steering ability, and width 
among different Mars rovers, adjustments to the assessments of three spatial elements—
depth, scale, and spacing of the rocks—can be moderately adjusted to accommodate the 
requirements of path planning for each rover. While this study does not specifically design 
a collision-avoidance path-planning algorithm, the criteria derived from our visualization 
and assessment methods can assist the operator in the judgment and decision-making for 
manual or semi-automated path-planning scenarios (Figure 17). 

 
Figure 17. Schematic of Mars rover local path planning with enhanced rendering of rocks. The green 
arrow in the figure represents passable paths and the red arrow represents impassable paths. 

Figure 16. Enhanced rendering of a rocky environment with large rocks concatenated. (a,b) corre-
spond to different locations.

Given the variations in obstacle-crossing performance, steering ability, and width among
different Mars rovers, adjustments to the assessments of three spatial elements—depth, scale,
and spacing of the rocks—can be moderately adjusted to accommodate the requirements
of path planning for each rover. While this study does not specifically design a collision-
avoidance path-planning algorithm, the criteria derived from our visualization and assessment
methods can assist the operator in the judgment and decision-making for manual or semi-
automated path-planning scenarios (Figure 17).
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4.3. Discussion
4.3.1. Parameter Settings for Enhanced Rendering

The above section discusses the scheme of lunar rover using LiDAR for sensing and
terrain visual rendering in lunar PSR. During the process of rendering the terrain within
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the mesh by assigning colors, various display effects can be achieved by appropriately
adjusting the coloring parameters (Figure 18). In Figure 18, we enhance the rendering of
slopes in the environment using different coloring parameters. Each image corresponds
to a specific slope threshold, with areas having slopes greater than this threshold shown
in red, and areas with slopes less than this threshold exhibiting a gradual color transition
from red to green. Note the depressions in the environment, which are impassable and lack
internal point cloud information, so they are judged to be impassable obstacles and appear
as red bumps in Figure 18.
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Figure 18. Enhanced rendering of terrain slopes using different coloring parameters. The red color in
different parameter settings corresponds to different slopes, 9◦ or more in (a), 18◦ or more in (b), and
27◦ or more in (c).

In Figures 9, 10b, 11b and 12, we adopted a threshold value of 18◦. To accommodate
various lunar PSR terrains and lunar rovers, different coloring parameters for enhanced
interactive rendering can be established for enhanced interactive rendering, based on
specific exploration needs.

The above section also discusses the enhanced interactive rendering scheme for a
Mars rover navigating a rocky environment on Mars. For rocks in the rocky environment,
displaying the enhanced coloring layer superimposed on them can highlight their impact



Remote Sens. 2024, 16, 1270 18 of 24

on the rover’s travel path. This can assist the operator in interactive operation and path
planning. Appropriate adjustment of the parameters in the visual rendering can achieve
various visualization effects.

In Figure 19, we employ different distance judgment criteria for the rocks. The
enhanced coloring layer is set to green for the rocks whose dis (depth value, in m) is larger
than the threshold, and the enhanced coloring layer is a green-yellow-orange-magenta
gradient for the rocks whose dis is smaller than the threshold.

Remote Sens. 2024, 16, x FOR PEER REVIEW 18 of 25 
 

 

interactive rendering can be established for enhanced interactive rendering, based on spe-
cific exploration needs. 

The above section also discusses the enhanced interactive rendering scheme for a 
Mars rover navigating a rocky environment on Mars. For rocks in the rocky environment, 
displaying the enhanced coloring layer superimposed on them can highlight their impact 
on the rover’s travel path. This can assist the operator in interactive operation and path 
planning. Appropriate adjustment of the parameters in the visual rendering can achieve 
various visualization effects. 

In Figure 19, we employ different distance judgment criteria for the rocks. The en-
hanced coloring layer is set to green for the rocks whose dis (depth value, in m) is larger 
than the threshold, and the enhanced coloring layer is a green-yellow-orange-magenta 
gradient for the rocks whose dis is smaller than the threshold. 

 
Figure 19. Different distance judgment criteria are applied for rocks. The thresholds are 2 m in (a), 
3 m in (b), 5 m in (c) and 8 m in (d). 

In Figure 20, we adopt different criteria to assess the scale of the rocks. The approxi-
mate volume of the rocks is calculated as Equation (6): 𝑉𝑜𝑙 = 𝑛௣௜௫௘௟ ∗ 𝑑𝑖𝑠ଶ (6)

where 𝑉𝑜𝑙 is the approximate volume of the rock, 𝑛௣௜௫௘௟ is the number of pixels occupied 
by the rock in the image, and 𝑑𝑖𝑠 is the depth of the rock. The opacity of the enhanced 
coloring layer of a rock with a 𝑉𝑜𝑙 less than the threshold value will decrease as the rock 
becomes smaller. Therefore, as this threshold value increases, more rocks will be classified 
as small, leading to a diminished effect on the enhanced display of these rocks. 
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3 m in (b), 5 m in (c) and 8 m in (d).

In Figure 20, we adopt different criteria to assess the scale of the rocks. The approxi-
mate volume of the rocks is calculated as Equation (6):

Vol = npixel ∗ dis2 (6)

where Vol is the approximate volume of the rock, npixel is the number of pixels occupied by
the rock in the image, and dis is the depth of the rock. The opacity of the enhanced coloring
layer of a rock with a Vol less than the threshold value will decrease as the rock becomes
smaller. Therefore, as this threshold value increases, more rocks will be classified as small,
leading to a diminished effect on the enhanced display of these rocks.
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Figure 20. Different judgment criteria for the scale of the rock are applied. The thresholds are 3000
in (a), 10,000 in (b), 20,000 in (c) and 50,000 in (d).

In Figure 21, we employ different minimum opacities of the enhanced coloring layer
for the small rocks by adjusting the range of values for the render blend parameter α. When
the minimum opacity is high, even the small rocks can have a more pronounced enhanced
rendering visualization. When the minimum opacity is low, the enhanced rendering
visualization of the small rocks in the image is not obvious.
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4.3.2. Results Analysis

This paper explores targeted enhanced rendering methods for the specific needs of
lunar polar region exploration and Mars exploration. As a hotspot of space exploration
missions in various countries, each mission has different objectives and instruments, but
most of them primarily focus on resource exploration and preparing for further long-
term lunar bases in the future. To carry out multiple exploration missions at the lunar
south polar region under the current level of technology, there are still high difficulties in
soft landing, rover environmental sensing, and long-term operation in low-temperature
environments. In this paper, we begin by considering the illumination conditions and
exploration objectives in the lunar polar region. Using LiDAR, we enhance the rendering
of the topography in the PSRs, which conveys information about the topography, slope,
and other environmental features near the lunar rover. This visualization method can
be better tailored to the unique characteristics of lunar polar region exploration, and can
make more efficient use of the advantages of equipment on polar region lunar rovers
compared to the exploration methods of lunar rovers at middle and low latitudes. The
abundance of rocks in the Mars rover’s environment is crucial for scientific exploration and
for avoiding obstacles. The enhanced rendering of rocks on the Martian surface can more
effectively highlight the rocks encountered during the rover’s operation. Unlike direct
interaction based on RGB images, the rover’s travel decisions and sample collection can be
supervised more efficiently. Highlighting specific mission objectives based on this study
can be efficiently performed for human–robot interaction and results rendering, leading to
improved displays for both professionals and non-professionals.

The work in this paper can still be further improved. There are some areas on the
surface of Mars covered with loose sand, such as dunes, ripple fields, etc. The sandy
surface in these areas is soft, which is not conducive to the driving of Mars rovers. When
the Spirit rover traveled near the Gusev Crater, the interaction between the rover’s wheels
and the loose sand surface produced deep wheel scuffs [73]. If the rover were to sink
too deeply into the sandy environment, there might be a risk of it becoming stranded.
The identification and enhancement of loose sand dunes will improve the effectiveness of
Mars rover path planning, effectively reducing the risk of the rover becoming stranded.
Future work could explore the integration of criteria in this paper into a fully automated
collision-avoidance path-planning algorithm, enhancing the autonomy of rover navigation
in challenging Martian terrains. No probe has yet successfully achieved in situ exploration
of the lunar PSR, and there are still many possible solutions for its technical route and
scientific instruments. The topography of the actual PSR is more complex, and for the
exploration mission of the particular PSR, it is still necessary to strengthen the targeting of
the morphological characteristics of the specific area. Moreover, the sampling and mapping
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speed of LiDAR is limited, and when operating in PSRs, the rendering of large-scale terrain
features still needs to be combined with satellite-based laser altimetry to integrate data
from multiple data sources.

5. Conclusions

Aiming to address the environmental sensing and interaction needs and scientific
objectives of lunar rovers and Mars rovers in different planetary environments, this paper
proposes targeted sensing and enhanced rendering methods. In the lunar PSR environment,
a simulated impact crater environment is constructed, and a simulation of the lunar rover’s
travel in the Gazebo environment is then conducted using an unmanned vehicle, with
LiDAR as the primary means of sensing. Then, the LiDAR-perceived environmental
information is reconstructed into a mesh using the Poisson surface reconstruction. Finally,
the lunar rover’s travel environment is depicted through an RGB image, a slope coloration
image, and a theoretical water content coloration image, based on varying interaction needs
and scientific objectives. Among them, the small negative terrains that are difficult to pass
can be enhanced to be displayed and appropriately represented in the slope coloration
image. In the rocky environment where the Mars rover operates, this paper utilizes the
Mars rover stereo camera dataset in a simulated environment to enhance the visualization
of rocks on the Martian surface based on the depth information of the rock instances.
This aims to demonstrate their significance for the rover’s path-planning and obstacle-
avoidance decisions. This study is conducive to support the operator’s remote interactive
operation of the lunar rover and the Mars rover by providing a basis for path-planning and
obstacle-avoidance decisions. It is also beneficial for operators to assess the autonomous
decision-making of the rovers, for the integration and demonstration of theoretical research
results and in situ exploration results, and for the production of planetary basemaps and
thematic maps.
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