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Abstract: Surface water is a vital component of the Earth’s water cycle and characterizing its dynamics
is essential for understanding and managing our water resources. Satellite-based remote sensing
has been used to monitor surface water dynamics, but cloud cover can obscure surface observations,
particularly during flood events, hindering water identification. The fusion of optical and synthetic
aperture radar (SAR) data leverages the advantages of both sensors to provide accurate surface water
maps while increasing the temporal density of unobstructed observations for monitoring surface
water spatial dynamics. This paper presents a method for generating dense time series of surface
water observations using optical–SAR sensor fusion and gap filling. We applied this method to data
from the Copernicus Sentinel-1 and Landsat 8 satellite data from 2019 over six regions spanning
different ecological and climatological conditions. We validated the resulting surface water maps
using an independent, hand-labeled dataset and found an overall accuracy of 0.9025, with an accuracy
range of 0.8656–0.9212 between the different regions. The validation showed an overall false alarm
ratio (FAR) of 0.0631, a probability of detection (POD) of 0.8394, and a critical success index (CSI) of
0.8073, indicating that the method generally performs well at identifying water areas. However, it
slightly underpredicts water areas with more false negatives. We found that fusing optical and SAR
data for surface water mapping increased, on average, the number of observations for the regions
and months validated in 2019 from 11.46 for optical and 55.35 for SAR to 64.90 using both, a 466%
and 17% increase, respectively. The results show that the method can effectively fill in gaps in optical
data caused by cloud cover and produce a dense time series of surface water maps. The method
has the potential to improve the monitoring of surface water dynamics and support sustainable
water management.

Keywords: surface water mapping; SAR and optical data; data fusion; gap filling; Google Earth Engine

1. Introduction

Surface water is a major component in the water cycle, and monitoring surface water
dynamics is essential for understanding and managing water resources [1]. Sustainable
water management requires accurate and timely information on surface water dynamics,
such as streamflow and water body extent, which is necessary to plan for and mitigate
the impacts of natural disasters like floods [2] and droughts [3]. Monitoring changes in
surface water over time also helps identify areas that are particularly vulnerable to climate
change and inform adaptation strategies [4]. Satellite-based remote sensing and modeling
techniques have been used to provide vital information for international and transbound-
ary water resources monitoring and management for variables such as water level [5],
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streamflow modeling [6], and surface water extent and water body changes [7,8]. These
applications support the monitoring of surface water dynamics assisting in sustainable
development goals for addressing climate change, most notably in providing data to meet
Target 6.6 under the United Nations Sustainable Development Goal 6 concerning the avail-
ability and sustainability of water [9]. By monitoring surface water dynamics, we can better
understand these changes and take action to promote sustainability and resilience in global
water systems.

Optical multispectral sensors are commonly used to map surface water and character-
ize its spatial and temporal distribution [10]. For example, the ~40-year Landsat collection
has been employed to map and quantify large-scale surface water changes across the Earth’s
surface over time, using both time series information [8] and data-driven approaches [11]
to characterize the surface water’s long-term trends. Mapping surface water via optical
remote sensing typically involves identifying water features using indices [12], followed
by classification using thresholds [13], decision tree approaches [14,15], or deep learn-
ing approaches [16,17]. However, clouds often obscure surface observations, particularly
in the context of floods, limiting the effectiveness of optical sensors [18]. Some studies
have explored the use of harmonized Landsat and Sentinel-2 data to increase the tempo-
ral density of observations and improve flood detection [19]. The recent availability of
high-temporal-resolution datasets, such as Planet, provides additional data for monitoring
surface water [20]. However, the presence of thin clouds, aerosols, fog, cloud shadows,
etc. is still a significant factor that affects data quality [21]. Often, the peak surface water
extent during flood events occurs coincidentally with cloud cover, resulting in data gaps
and limiting the use of optical sensors for applications such as flood mapping [22].

Synthetic aperture radar (SAR) data offer advantages over optical data because ob-
servations of surface conditions can be acquired in almost all weather conditions [23], day
or night, and can be used to fill in acquisition gaps in optical data. Since the launch of
Copernicus Sentinel-1 by the European Space Agency (ESA) in 2014, SAR imagery has
been frequently applied to various research applications [24,25], including surface water
mapping using similar processing techniques as optical data [26–30]. SAR data are consid-
ered the most useful space-based remote sensing technology for detecting surface water
in the presence of clouds [31]. However, substantial preprocessing is required to remove
image artifacts such as radio frequency interference, terrain effects, and speckle effect [32].
Furthermore, SAR imagery relies on the specular reflectance of open water for detection,
which can lead to errors of commission, with large areas of pavement or dry sandy soils
being mistakenly classified as water [33], and errors of omission, when the water surface
may be beneath vegetation canopies and not classified as water with a higher frequency
radar signal [34].

Data fusion techniques that combine optical and SAR datasets offer a unique op-
portunity to leverage the advantages of both sensor types and produce a harmonized
approach for surface water mapping that reduces errors and uncertainties [35]. These
techniques can be implemented on multiple levels, including pixel-level, feature-level, and
decision-level fusion [36]. Feature-level and decision-level fusion techniques use multiple
sensors to identify features and fuse information to refine classification or object detection.
For example, SAR, optical, and LiDAR data can be individually classified, and then the
classified data are fused using decision tree approaches to map surface water [37] and
wetlands [38]. Pixel-level fusion techniques can enhance images by creating a regression or
mapping function that transforms original values into a harmonized value or by classifying
directly with different sensor inputs [39]. Previous studies have used regression modeling
to convert SAR backscatter data into a Sentinel-1 Water Index (SWI) [40] and Modified
Sentinel-1 Water Index (MSWI) [41]; these data were used in tandem with Landsat 8 data
to create a time series of surface water in China. However, these methods are regionally
tailored with specific coefficients requiring significant effort to fit coefficients for each
study to create a harmonized index. Non-parametric approaches for the pixel-level fusion
of Landsat 8 optical and Sentinel-1 SAR imagery have also been used for surface water
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mapping [42]; however, non-parametric approaches are typically employed in data-scarce
situations, but data-driven methods can yield better results with sufficient data, thus mak-
ing non-parametric approaches unsuitable for large-scale water mapping in a variety of
environments. Druce et al. [43] used temporal composites of SAR and optical data as
inputs into a pixel-level fusion classifier to map surface water. This approach bypasses the
need for a common index but requires coincident acquisitions as inputs into the classifier,
resulting in data aggregation in time; this coincident requirement makes near real-time
application infeasible. Additional frameworks have been developed for large-scale surface
water mapping using multi-source data fusion [44]. While feature- and decision-level fu-
sion may yield more accurate surface water mapping than single image classifications [45],
this method aggregates data in space or time, making the approach unsuitable for events
that have high-temporal and high-spatial changes, such as monitoring flooding events.

In this study, we applied a pixel-level data fusion approach for creating a dense time
series of surface water maps by leveraging the complementary benefits of optical and SAR
data. Our approach fills optical surface water data gaps caused by clouds, cloud shad-
ows, and other atmospheric conditions using SAR surface water estimates. Studies have
shown that merging observations from multiple satellites, such as Landsat, Sentinel-2, and
Sentinel-1, can significantly improve flood detectability and increase the number of floods
with useful imagery [46]. Research has been conducted focusing on the implementation
of sensor fusion and gap-filling techniques to generate dense time series (e.g., [7,47,48]);
however, these methods have been primarily focused on reservoir monitoring. In this
study, we generated a contiguous, dense time series of surface water that (1) provided
information on the spatial and temporal dynamics of surface water extent for different
landscapes, including riverine, coastal, and floodplain regions, and (2) fused optical and
SAR imagery to increase the temporal density of observations to monitor long-term dynam-
ics and short-term changes in surface water (e.g., flood events). We validated this approach
using hand-labeled reference points for different sites representing various ecological and
climatic regions. We provided additional analysis to highlight this method’s capability to
provide accurate time series information for monitoring surface water dynamics across
landscapes. This approach has the potential to be highly beneficial for numerous water
management applications, such as flood monitoring and drought monitoring, and can
contribute to more effective decision-making in water resource management.

2. Materials and Methods

The following section outlines the method to create a dense time series by fusing
optical and SAR data at the pixel level for surface water mapping. We used the Google
Earth Engine (GEE) cloud computational platform [49] to implement the data fusion
workflow. Figure 1 provides a visual overview of the data processing workflow. The
green boxes represent the steps for processing optical data, the blue boxes represent SAR
data processing steps, and the light gray boxes represent steps involving both data types.
The workflow starts with data acquisition and preprocessing for both SAR and optical
imagery. Then, the logistic regression models are applied to each data type independently
to estimate water probability maps. These maps are then thresholded and filtered to
generate binary water/no-water classifications. Finally, the sensor fusion step combines
the SAR and optical classifications to fill gaps in the optical data and produce a dense time
series of surface water maps. The following sections provide detailed explanations for
various algorithms and present validation studies. We provide example code and methods
to implement the data processing and create the figures in this paper at the following
GitHub repository: https://github.com/KMarkert/phd-data-fusion-water (accessed on
12 March 2024). Please refer to the Data Availability Statement section and the repository
for more information to run the code for the study.

https://github.com/KMarkert/phd-data-fusion-water
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Figure 1. Workflow overview for our method, which shows optical processing in green with SAR
processing in blue. The data processing steps, which include both optical and SAR data, are in
light gray.

2.1. Data

The ESA Sentinel-1 sensor is a C-band SAR sensor that offers multiple acquisition
modes with different ground sampling distances. In this study, we used the Sentinel-1
Interferometric Wide (IW) swath mode at a 10 m ground sampling distance (GSD), which
provides single and dual polarization options, including vertical transmitting with vertical
receiving (VV) and vertical transmitting with horizontal receiving (VH) dual polarization.
We used the preprocessed analysis ready dataset (ARD) of Sentinel-1 Level-1 IW Ground
Range Detected (GRD) data provided by GEE (“COPERNICUS/S1_GRD”). The Sentinel-1
data on GEE were processed using the standard preprocessing steps via the Sentinel-1
SNAP Toolbox (Sentinel Application Platform). These steps included updating the orbit
state vectors, removal of thermal and border noise, and conversion of linear backscatter
units to logarithmic decibels (dB) to produce a radar backscatter dataset in dB units.

The Landsat 8 Operational Land Imagery (OLI) sensor, operated by the United States
Geological Survey, provided the optical data for the data fusion workflow presented in
this study. The OLI sensor collects spectral channel data in the visible, near-infrared
(NIR), and short-wave infrared (SWIR) portions of the electromagnetic spectrum at a
ground sampling distance of 30 m. We used the preprocessed surface reflectance (SR)
Landsat 8 collection (“LANDSAT/LC08/C02/T1_L2”) available on GEE. This surface
reflectance collection was processed through a series of steps, including conversion from
raw digital numbers to top-of-atmosphere (TOA) reflectance using methods and band-
specific irradiance values from [50], and atmospheric correction using the 6S atmospheric
correction algorithm [51,52] within the Earth Resources Observation and Science (EROS)
Center Land Surface Reflectance Code (LaSRC) to compute surface reflectance data [53].
We only used Landsat scenes that had 75% cloud cover or less in this study to ensure that
the scenes had useful data for the fusion process.

In addition to the Sentinel-1 and Landsat 8 data used in the data fusion workflow,
we also incorporated ancillary data sources for training a model to predict surface water
probability from each of the Sentinel-1 and Landsat 8 data sources independently. To train
the models, we used water extent data from the Sen1Floods11 dataset [54], a collection
of Sentinel-1 SAR imagery and corresponding surface water classifications specifically
designed for training and validating deep learning algorithms for flood detection. It
consists of 4831 non-overlapping image chips, each covering an area of 512 × 512 pixels at
10 m resolution. These chips span 11 distinct flood events across the globe, encompassing
diverse geographic and land cover characteristics. The dataset provides classifications
for both permanent water bodies and floodwater, enabling the development of models
that can distinguish between these two categories. The majority of the chips (4385) are
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weakly supervised, with surface water classifications generated using established remote
sensing algorithms applied to Sentinel-1 and Sentinel-2 imagery. Additionally, a subset
of 446 chips were meticulously hand-labeled by trained analysts, providing high-quality
reference data for model validation and testing. We only used the hand-labeled chips from
the dataset to use the highest quality data as inputs to train the model. We also used an
independent validation dataset of hand-labeled points derived from time series of Planet
imagery from Tottrup et al. [55] and Markert et al. [56] to validate the final data fusion
outputs. The validation data from Tottrup et al. [55] represented monthly areas of inland,
open surface waters at 10 m spatial resolution for 2019 over four sites (100 × 100 km)
located across four countries: Colombia, Gabon, Mexico, and Zambia; the validation data
from Markert et al. [56] represented a time series of inland surface water for areas in
Cambodia and Myanmar in 2019. We aggregated these data to a monthly time step to align
with the other datasets to allow us to include additional regions in the validation.

2.2. Study Area

This study focused on six regions spanning diverse ecological and climatological
conditions across the globe (Figure 2). The regions include the upper tributaries of the
Magdalena River basin in Colombia, prone to frequent flooding; the outflow region of the
Ogooué River basin in Gabon, characterized by extensive wetlands and floodplains; central
Mexico, with reservoirs susceptible to both floods and droughts; the Zambezi River basin
in Zambia, exhibiting significant seasonal variations in water levels; the Upper Irrawaddy
River system in Northern Myanmar, which experiences severe flooding during the summer
monsoon months; and the floodplains of the Lower Mekong basin in the Cambodian Tonlé
Sap sub-watershed, a dynamic ecosystem with significant seasonal changes in water extent.
These regions were selected to represent a variety of landscapes, climates, and surface water
dynamics as well as to include major challenges for surface water mapping, including sites
influenced by topography, cloud cover, vegetation, and additional land cover features, and
regions with permanent low backscatter (e.g., flat and impervious areas, sandy surfaces).
The sites also included a diversity of waterbodies, ranging from large waterbodies (wind
and wave effects) to smaller waterbodies of both a permanent and seasonal nature, as
well as waterbodies with varying water quality and shallow waters influenced by bottom
reflectance. These diverse regions allowed us to assess the generalizability and effectiveness
of our data fusion method across different environments. Furthermore, validation data
were readily available for validation over these regions during the study period.

2.3. Model Training

We used the Sen1Floods11 dataset for training our models. This dataset contains
coincident Sentinel-1 SAR and Sentinel-2 optical images, along with hand-labeled water/no-
water classifications for each pixel. To prepare the data for model training, we flattened
the images into vectors, treating each individual pixel as a training example. This resulted
in approximately 96 million samples for the entire dataset. However, the training data
exhibited an imbalance between water and non-water examples, with far more non-water
pixels. To address this imbalance, we randomly undersampled the non-water examples to
match the number of water examples, resulting in a balanced dataset of around 20 million
examples. We then randomly withheld 33% of the data for validating the final model.

In addition to the raw SAR and optical bands, we computed and included several
indices as input features for the models. These indices included the VV/VH ratio for
SAR data, which can help distinguish water from other surfaces [12] and the Modified
Normalized Difference Water Index (MNDWI) for optical data, which are specifically
designed for water identification [57]. Other studies implemented texture mapping with
SAR data for land cover classification [58,59]. We calculated texture features for the SAR
data by computing the mean and standard deviation within a 9 × 9 moving window. These
texture features capture spatial information that can be valuable for SAR-based water
classification [60,61].



Remote Sens. 2024, 16, 1262 6 of 19Remote Sens. 2024, 16, x FOR PEER REVIEW 6 of 20 
 

 

 
Figure 2. Study area map displaying the regions used to validate the methods for this study. The 
inset locations are shown on the global map with numbers corresponding to specific insets. The 
surface water occurrence derived from the JRC Global Surface Water Mapping Layers is shown to 
illustrate the permanent and seasonal water extents for each region. 

2.3. Model Training 
We used the Sen1Floods11 dataset for training our models. This dataset contains co-

incident Sentinel-1 SAR and Sentinel-2 optical images, along with hand-labeled water/no-
water classifications for each pixel. To prepare the data for model training, we flattened 
the images into vectors, treating each individual pixel as a training example. This resulted 
in approximately 96 million samples for the entire dataset. However, the training data 
exhibited an imbalance between water and non-water examples, with far more non-water 
pixels. To address this imbalance, we randomly undersampled the non-water examples 
to match the number of water examples, resulting in a balanced dataset of around 20 mil-
lion examples. We then randomly withheld 33% of the data for validating the final model. 

In addition to the raw SAR and optical bands, we computed and included several 
indices as input features for the models. These indices included the VV/VH ratio for SAR 
data, which can help distinguish water from other surfaces [12] and the Modified Normal-
ized Difference Water Index (MNDWI) for optical data, which are specifically designed 
for water identification [57]. Other studies implemented texture mapping with SAR data 
for land cover classification [58,59]. We calculated texture features for the SAR data by 
computing the mean and standard deviation within a 9 × 9 moving window. These texture 
features capture spatial information that can be valuable for SAR-based water classifica-
tion [60,61]. 

We chose logistic regression as the model for predicting surface water probability 
from the input features. Logistic regression is a well-established and computationally ef-
ficient method that has been successfully used in numerous studies for surface water map-
ping (e.g., [43,62]). Its interpretability allows for better understanding and analysis of the 
model’s predictions [43]. The logistic regression model is defined by Equation (1):  𝑙𝑛 𝑝1 − 𝑝 =  𝛽 𝑋 + 𝛽 𝑋 + ⋯ + 𝛽 𝑋 + 𝛽  (1)

Figure 2. Study area map displaying the regions used to validate the methods for this study. The
inset locations are shown on the global map with numbers corresponding to specific insets. The
surface water occurrence derived from the JRC Global Surface Water Mapping Layers is shown to
illustrate the permanent and seasonal water extents for each region.

We chose logistic regression as the model for predicting surface water probability
from the input features. Logistic regression is a well-established and computationally
efficient method that has been successfully used in numerous studies for surface water
mapping (e.g., [43,62]). Its interpretability allows for better understanding and analysis of
the model’s predictions [43]. The logistic regression model is defined by Equation (1):

ln
(

p
1 − p

)
= β1X1 + β2X2 + · · ·+ βnXn + β0 (1)

where β represents the fitted coefficients for each variable, X represents the variables
used as inputs (shown in Table 1), and p is the raw logit outputs from the model that are
transformed to probabilities of surface water.

To ensure robust model fitting, we implemented stratified K-fold cross-validation
with five folds [63]. This technique helps estimate the model’s error distribution while pre-
serving the water/non-water distribution of the original dataset. We selected the training
parameters from the best-performing model during the K-fold process and used them to
train the final production model on the entire dataset. This production model was then
used to estimate water probability from each sensor type (SAR and optical) independently.
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Table 1. Variables used as features for the surface water prediction models with the associated sensor
type and description.

Sensor Type Variable Name Description

Optical Blue Blue band
Optical Green Green band
Optical Red Red band
Optical NIR Near-infrared band
Optical SWIR1 Short-wave infrared 1 band
Optical SWIR2 Short-wave infrared 2 band

Optical MNDWI Calculated MNDWI
(Green − SWIR1)/(Green + SWIR1)

SAR VV Vertical transmit vertical receive polarization
SAR VH Vertical transmit horizontal receive polarization
SAR VV/VH Calculated ratio of VV/VH
SAR VVmean Calculated mean value of VV polarization for 9 × 9 window
SAR VVstd Calculated standard deviation value of VV polarization for 9 × 9 window
SAR VHmean Calculated mean value of VH polarization for 9 × 9 window
SAR VHstd Calculated standard deviation value of VH polarization for 9 × 9 window

2.4. Water Prediction and Sensor Fusion

We applied the trained logistic regression models to the SAR and optical imagery to
estimate the probability of each pixel being water. For SAR data, we followed established
preprocessing steps from Mullissa et al. [64], including border noise correction, and angular-
based radiometric slope correction from Vollrath et al. [65] to reduce terrain effects. For
optical data, we used the CFMask band [66,67] to mask out clouds, cloud shadows, and
snow/ice pixels, ensuring that only high-quality surface observations were used for fusion.

After applying the models and obtaining water probability maps for each sensor, we
used the Edge Otsu algorithm [56,68] to determine a threshold for classifying water pixels.
This adaptive thresholding approach accounts for potential errors in the optical data due
to cloud masking and residual noise in the SAR predictions. Other studies applied filters
for terrain shadows using HAND [69,70] as well as agricultural or soil pixels that result in
low backscatter and are often confused with water in SAR data [33]. We further filtered the
classified water areas for both SAR and optical data based on the maximum climatological
extent for the corresponding month, using historical surface water data from the JRC. This
dynamic filtering approach helps eliminate false positives and ensures that the predicted
water extent is within reasonable bounds.

Our sensor fusion methodology employs a gap-filling technique based on the methods
of Donchyts et al. [7]. Another study by Bai et al. [48] used a similar method with Naive
Bayes classification to gap fill optical imagery to monitor reservoir dynamics. We first
identified the water edges from the optical observation using the water extent derived from
the logistic regression probabilities. Then, we sampled the SAR water probabilities from the
most recent 15 days prior to the optical image acquisition that intersected with the edges
of the optical image gaps. This accounted for seasonality and captured recent changes in
water extent. We then reduced the sampled SAR probabilities to a single threshold value
using the 50th percentile. This threshold was applied to the SAR data to identify water
areas, which were then used to fill the gaps in the optical data. This process resulted in
a merged optical–SAR surface water map for each observation and a dense time series
of surface water maps when applied to all available images. Our approach differs from
previous methods by using the most recent SAR data to fill gaps in optical imagery, rather
than relying on long-term historical patterns. This allowed us to capture the maximum
water extents and account for inter- and intra-annual trends in surface water dynamics.
By aggregating the resulting time series to a monthly scale, we obtained a final dataset
representing the frequency of surface water observations for each month.
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2.5. Validation/Statistical Analysis

Surface water mapping results are often assessed using statistical metrics that measure
the accuracy and reliability of the data. Accuracy is a key metric that measures the propor-
tion of correctly identified surface water features compared to the total number of features
identified. The false alarm rate (FAR) measures the proportion of incorrectly identified
surface water features compared to the total number of features identified and provides an
idea of whether the method has the tendency to overpredict water extent. The probability
of detection (POD) is a metric that measures the proportion of actual surface water features
that were correctly identified and indicates whether the method correctly captures the
water extent or underestimates this extent. A low FAR and high POD are desirable, as this
means that the system is less likely to generate false alarms while accurately estimating
water extent. However, a low FAR can also lead to a lower POD and vice versa; therefore,
it is important to quantify both metrics to measure the ability of the process to generate
accurate estimates while limiting false positives. The critical success index (CSI) [71] is a
comprehensive metric that combines both the POD and FAR to assess the overall success
of the classification. The CSI avoids bias caused by true negatives (land areas), making
it a more reliable metric for the relatively smaller number of water extent areas [72]. A
high CSI indicates a high level of accuracy and reliability in the surface water mapping
results. These statistical metrics provide a quantitative method to evaluate the performance
of surface water mapping techniques and to characterize the data quality used for various
applications such as hydrological modeling and land use planning.

The overall accuracy is the percentage of pixels that were correctly estimated, either
true positive or true negative, over the total number of pixels:

OA =
(TN + TP)

(TN + FN + FP + TP)
(2)

where OA is the overall accuracy, TN is the true negative, TP is the true positive, FN is the
false negative, and FP is the false positive rate.

The FAR is the number of incorrectly estimated water pixels over all the pixels esti-
mated as water, providing a percentage of falsely estimated pixels:

FAR =
FP

(FP + TN)
(3)

where FAR is the false alarm rate metric.
The POD, also called precision, is the percentage of all pixels that were estimated as

surface water that were actually water:

POD =
TP

(TP + FN)
(4)

where POD is the probability of detection metric.
The CSI is the number of pixels that were correctly estimated as water over the number

of pixels that were either estimated or observed as inundated and is calculated using the
following equation:

CSI =
TN

(TN + FN + FP)
(5)

where CSI is the CSI metric.
We computed these metrics for the entire validation dataset to understand the overall

accuracy of our method. We also computed these metrics per region and over the time
series to better understand spatial and temporal issues. These spatial and temporal metrics
provide a view on the performance for the different eco-climatic regions as well as in time,
across a combination of accuracy metrics. The different metrics, computed in different
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regions, provide insight into the different aspects of accuracy and help managers evaluate
how these approaches are relevant for use.

3. Results
3.1. Logistic Regression Model Fitting

We selected the logistic regression models used to estimate surface water in the imagery
based on the model with the highest training accuracy from the K-fold training process.
We validated these models using the 33% of the data that was withheld for validation.
The best model from the K-fold training processes had a training mean accuracy of 0.8776
for the SAR model and 0.9599 for the optical model. When we trained and applied this
model to the withheld training dataset without K-folds, the overall training accuracy was
0.8777 for the SAR data and 0.9601 for the optical data. The testing accuracy using the
validation data was 0.8778 and 0.9601 for the SAR and optical datasets, respectively. While
the testing accuracy was higher for the optical model, the results for both the SAR and
optical water directions were comparable to those reported in other studies using logistic
regression for water detection where reported accuracy ranged from 85.2% to 99% for
different test sites and models [43,62]. The difference in accuracy between the SAR and
optical models was likely due to the different nature of the data. Errors in surface water
mapping with SAR typically arise due speckle noise, land surface characteristics, and the
side-looking geometry of SAR collections, whereas optical data are better at capturing the
spatial detail of surface water due to the electro-optical properties that are observed. A
study by Konopala et al. [73] investigated the use of deep learning and combinations of
SAR and optical data for surface water and found that using only optical data yielded a
statistically significant superior performance compared to S1, which aligns with the results
here. Regardless, the results of the model training showed that both the models for SAR
and optical data effectively detected water.

The final logistics regressions equation with fitted coefficients are:

ln
(

p
1−p

)
= −0.0584 VV − 0.0387 VH + 0.1433 VVmean + 0.4898 VVstd − 0.4444 VHmea + 0.4265 VHstd

−0.0008 VV/VH − 10.9985
(6)

ln
(

p
1−p

)
= −0.001848 Blue + 0.003667 Green + 0.002594 Red − 0.002233 NIR − 0.000491 SWIR1

−0.0025 SWIR2 + 4.5892 MDNWI − 1.0033
(7)

where the variables are described in Table 1. Equation (1) is for the SAR data and
Equation (2) is for the optical data. The calculated SAR model coefficients show that
the spatial statistics (i.e., mean and standard deviation) calculated from the SAR data are
weighted greater than the original values, showing that spatial information is important
for the mapping of surface water with SAR data. Furthermore, the VV/VH variable is
weighted very low, indicating that it has relatively little importance for surface water
mapping for our model. The optical model coefficients show that the MNDWI variable has
a much greater importance than the individual bands. This makes sense as the index was
developed specifically to identify water pixels. Among the individual bands, the SWIR1
variable was weighted the least, indicating little importance for surface water mapping.
This was an unexpected result as water absorbs most of the incoming energy in the SWIR1
channel and is typically used for surface water mapping [13]. However, MNDWI uses
the SWIR1 channel in the equations, which could account for that information with the
weighting, as this information is included in the MNDWI variable.

3.2. Water Prediction

We applied the logistic regression models and resulting water classification to the
imagery for the regions with validation data. We gap filled the optical imagery using SAR
data following our method. Figure 3 highlights the results of the logistic regression model
and water mapping for both the SAR and optical imagery for observations in May 2019
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for an area in the Cambodia region. Figure 4 displays the same information, observations,
logistic regression, and water mapping results as Figure 3 but for a case from the Gabon
region. The figures show that the resulting model probabilities and water mapping were
able to capture the spatial extent of surface water well when compared to the observation.
We gap filled the optical water maps’ (Figures 3f and 4f) areas of the optical imagery that
were cloud occluded or had poor-quality pixels identified in the QA band. The figures
show that gap filling produced a realistic water surface result in the absence of an in situ
observation. Figure 4 is a more extreme case, where most of the area in the optical imagery
was obscured by clouds, though there was a small area that produced enough data so that
gap filling using SAR data could be performed. The location shown in Figure 3 was a less
extreme case, where there was less cloud occlusion, and the gaps that needed to be filled
using the SAR data were a smaller percentage of the water area.
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Figure 3. Results from the water mapping and gap filling for SAR (top row) and optical (bottom row)
for an area in the Cambodia region. The left column shows the raw observation, the middle column
shows the water probability from the respective logistic regression results, and the right column
shows the final water map, where gaps in the optical data were filled using information from the
SAR images.

We validated the water predictions using the dataset from Tottrup et al. [55] and
Markert et al. [56]. We found that the overall accuracy of our method based on the validation
dataset was 0.9025 with a FAR of 0.0631 and a POD of 0.8394. This assumes that the
validation dataset was “true”. The CSI metric was 0.8073, a good score [74]. Figure 4 shows
the confusion matrix using all of the validation samples (n = 8974). Figure 5 shows that
the overall false positive rate was around 6% compared to the false negative rate of 16%.
These results indicate that the method generally performs well at identifying water areas;
however, it slightly underpredicted water areas, that is, higher false negatives.
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We computed the metrics on a regional basis to determine if specific regions performed
better or worse than others and to potentially determine why. Table 2 tabulates the results
per region. The Zambia region had the worst overall accuracy of 86.56%, with the Myanmar
region having the best accuracy of 92.65%. The Cambodia region had the worst FAR of
3.49% and Mexico had the best FAR of 0.0%. This means the Cambodia region had the
highest amount of area that was falsely predicted as water, false positives. This may be due
to the high amount of fallow agricultural areas and alluvium soils present in the Cambodia
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floodplain region [75] that can often be confused as water due to low backscatter returns
and, thus, reflected in fused time series. Conversely, Mexico had no validation points
where non-water pixels were predicted as water and was drier. The Gabon region had the
highest POD metric of 82.61%, whereas the Colombia region had the lowest, of 43.53%. The
Colombia region was heavily vegetated and had terrain that could obscure the land surface
in C-band SAR data like Sentinel-1 [76] leading to false negatives.

Table 2. Accuracy metrics calculated for every validation region.

Region Accuracy FAR POD CSI n Records

Colombia 0.8843 0.0034 0.4353 0.6369 1470
Gabon 0.8813 0.0020 0.8261 0.8501 1500
Mexico 0.9120 0.0000 0.7956 0.8303 1500
Zambia 0.8656 0.0322 0.5815 0.6822 1600

Cambodia 0.9110 0.0349 0.7612 0.7790 1012
Myanmar 0.9265 0.0140 0.7430 0.78434 1892

Figure 6 displays the accuracy across all regions in time for the 2019 period. This
figure includes the monthly average cloud cover for the regions to highlight how the
presence of clouds in a given month affects the accuracy of our method. Overall, accuracy
for the regions varied between 82% and 98% for any given month. We found no statistical
relationship between cloud cover and accuracy, with the accuracy correlation with cloud
cover across all regions of −0.0331, which resulted in a p-value of 0.8621. These statistics
indicate that accuracy of the extracted water at a monthly timescale using our method was
not impacted by cloud cover.

When comparing the results of this study to other published works, our method re-
sulted in a similar, albeit slightly lower, accuracy. The study conducted by Tottrup et al. [55]
evaluated 14 different surface water mapping methods that employed different data fu-
sion approaches and reported overall accuracies ranging between 89% and 98% over the
Columbia, Gabon, Mexico, and Zambia regions. The Zambia region had the lowest aver-
age overall accuracy of 88.6% from Tottrup et al. [55] compared to our method’s overall
accuracy of 86.56%. The region with the highest average accuracy from Tottrup et al. [55]
was Colombia with an accuracy of 93.07%, whereas our method produced an accuracy of
88.43% for the same region. Markert et al. [56] reported accuracies of 92% to 95% for the
Cambodia and Myanmar regions, testing four different combinations of two algorithms
and two input data processing levels. Our method resulted in accuracies of 91.1% and
92.12% for the Cambodia and Myanmar regions, respectively. The algorithm introduced
by Bai et al. [48], another gap-filling process based on Bayesian updating gaps in optical
data based on historical occurrence values, resulted in accuracies greater than 90% across
five regions, whereas this study resulted in three regions with a greater than 90% accuracy
and a minimum of 86.56%. That study primarily evaluated the algorithm over reservoirs,
which are typically less complex than the surface water dynamics evaluated in this study.

The results of this study demonstrate that our method generates images with more
observations in time and more complete coverage, i.e., fewer gaps, with a similar accuracy
to previous studies, supporting better analysis of surface water dynamics. One of the
notable improvements to the state of the art was by incorporating multiple sensors in
the surface water detection, where Markert et al. [56] and Bai et al. [48] only used single
sensors, either SAR or optical sensors, respectively. The different algorithms presented
by Tottrup et al. [55] applied data fusion with optical and SAR data; however, the results
were at a monthly timescale. Our method resulted in data at a higher temporal resolution
based on each scene acquisition, better capturing inter-monthly changes to surface water
for flooding or real-time drought applications. This is a significant improvement, especially
for results that change rapidly in time such as floods and computed with accuracy similar
to other methods. In addition, our method generated images with more complete coverage
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of surface water phenomena, whereas the other approaches from Tottrup et al. [55] did not
attempt to fill poor data gaps in optical observations.
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3.3. Dense Time Series of Surface Water

The main motivation for this work was to increase the temporal density of surface
water observations in an effort to better capture the dynamics. Figure 7 illustrates the
histograms of the number of valid observations for each pixel covering the different
regions for the months validated for optical-only (blue), SAR-only (orange), and all valid
observations (green). The figure shows that, in all cases except Myanmar, the inclusion
of both optical and SAR sensors was able to increase the frequency of observations for
any given pixel in the regions. In Myanmar, there were no optical observations that met
the initial filter of less than 75% cloudy for use, resulting in only SAR imagery being used
for the region. On average, the regions had 11.462 valid observations across the months
used for validation (see Figure 5 for months for each validation region), whereas SAR data
had an average of 55.354 valid observations. When using both optical and SAR data, the
average number of valid observations across all regions increased to 64.899. This is, on
average across all regions, a 466% increase over just using optical and a 17% increase over
using SAR alone.
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While our method increases the number of surface water observations, it requires
regular observations from both optical and SAR sensors. The Sentinel-1 mission, which
provided the critical datasets for the application of our method, especially in cloudy and
tropical regions [77], has been in operation since October 2014; therefore, a dense time series
of optical and SAR surface water observations can only be created from that time onwards.

3.4. Caveats and Limitations

Given the complexity of combining multiple sensors and gap-filling data, there are
several caveats and limitations to our approach. First is the need for optical imagery for
water observation to identify gaps that can be filled with SAR imagery. The algorithm does
not work without water pixels computed from an optical image. If there are no valid water
observations, then the gap filling cannot be performed. Furthermore, if there is an optical
image, but there are no water pixels in the optical image, then the method can attempt to
fill the gaps in the optical imagery using incorrect thresholds, as the water edges are not
defined. Gap filling using SAR data only occurs where poor-quality data are identified in
the optical imagery, as indicated by a quality mask. If the QA masks have errors that omit
poor-quality data, then the resulting water detection could have errors and the gap-filling
process will not be performed on the misclassified pixels. The gap filling uses the surface
water probabilities computed from SAR data, which include a number of uncertainties and
known issues (e.g., cannot detect water on the lee side of mountains, can have false positives
due to sandy soils, etc.). The percentiles used to reduce the sampled probabilities can be
calibrated for local regions and seasonality; however, the calibration of this value was out
of the scope of this paper and may be explored in future studies. Lastly, we validated our
method using monthly data. The improvement this method provides is a dense time series
at a sub-weekly scale, but there is a mismatch of available data to validate weekly timescale
water maps that are produced. The lack of high-temporal-frequency validation data is
a gap in the community. The availability of commercial, small satellite SAR companies
and tasking abilities provides an opportunity to provide high-value datasets for validating
dense time series of surface water that can overcome the challenges of cloud cover. Future
work will include looking at denser validation time series data.



Remote Sens. 2024, 16, 1262 15 of 19

3.5. Future Work

There are multiple opportunities and needs for future work and improvement. First,
we based our statistical analysis on the ground validation samples at a monthly timescale,
whereas this methodology produces surface water maps at a much higher temporal fre-
quency. Additional work will be needed to gather appropriate high-temporal-resolution
data to both improve and validate our method. This method could be modified to use
additional data, such as Sentinel-2 or NISAR data, as they become available. Furthermore,
additional sensors can provide daily acquisitions but coarse spatial resolution (e.g., VIIRS).
These data could be investigated to determine the impacts of both spatial and time scales to
understand how resolution tradeoffs in space and time play a role in computing a higher-
resolution, more accurate time series. For example, including additional optical data, even
at course resolutions, may add more observations to fill gaps and further increase the
density of time series.

Another research area is the model choice for SAR and optical water detection, where
the current model could be replaced by any other model that generates a probability of wa-
ter detection. For example, implementing a deep learning approach for estimating surface
water and its associated probabilities (e.g., [78]) instead of using logistic regression may im-
prove upon accuracy with the tradeoff of model interpretability. Additionally, the inclusion
of temporal filtering (e.g., [79]) can be explored to improve the temporal representation of
water in time between observations and different sensors. Lastly, there are opportunities
to explore the use of spatio-temporal deep learning methods (e.g., convolutional LSTM
models [80]) to combine both improved water detection models and temporal evolution of
water to better estimate water area with each observation.

We plan to use the results of this study as inputs into the Forecasting Inundation
Extents using Rotated empirical orthogonal function analysis (FIER) framework [81,82] to
evaluate the effectiveness of a more dense time series from data fusion outputs over raw
satellite imagery for spatial flood prediction driven by satellite imagery.

4. Conclusions

This study presented a method for generating dense time series of surface water
observations using optical–SAR sensor fusion and gap filling. The approach fills gaps in
optical surface water data due to clouds, cloud shadows, and other atmospheric condi-
tions by using SAR surface water estimates. We applied the method using data from the
Copernicus Sentinel-1 and Landsat 8 satellites and validated the results using indepen-
dent, hand-labeled data for six regions. The results showed that it can effectively generate
high-quality surface water maps with an overall accuracy of 0.9025. Furthermore, the
method is consistent between geographic regions, with accuracies ranging between 0.8656
and 0.9212. While the methodology relies on optical data, we found cloud cover was not
correlated with accuracy and had no effect on the accuracy at a monthly scale. We found
that incorporating both optical and SAR data increased, on average, the number of valid
observations by 466% and 17% for optical and SAR, respectively, for the regions and time
periods used for validation. This study demonstrates improvement on the state of the art
in monitoring surface water by leveraging both optical and SAR data and creating dense
time series of surface water information. Previous methods either used one sensor for
mapping surface water at a high frequency or aggregated data fusion results at a lower
temporal resolution. This improvement in methodology is especially useful for monitoring
surface water during events that change rapidly in time, such as floods. This method has
the potential to be used for a variety of applications, such as flood monitoring, drought
monitoring, and water resource management. Furthermore, the data outputs from the
method can be used in other frameworks for surface water prediction.
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