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Abstract

:

Coastal aquaculture has made an important contribution to global food security and the economic development of coastal zones in recent decades. However, it has also damaged these coastal zones’ ecosystems. Moreover, coastal aquaculture is poised to play a key role in the achievement of Sustainable Development Goals (SDGs). Consequently, extracting aquaculture has become crucial and valuable. However, due to the limitations of remote sensing image spatial resolution and traditional extraction methods, most research studies focus on aquaculture areas containing dikes rather than individually separable aquaculture ponds (ISAPs). This is not an accurate estimation of these aquaculture areas’ true size. In our study, we propose a rapid and effective object-based method of extracting ISAPs. We chose multi-scale segmentation to generate semantically meaningful image objects for various types of land cover, and then built a decision tree classifier according to the unique features of ISAPs. The results show that our method can remove small rivers and other easily confused features, which has thus far been difficult to accomplish with conventional methods. We obtained an overall precision value of 85.61% with a recall of 84.04%; compared to the support vector machine’s (SVM) overall precision value of 78.85% and recall rate of 61.21%, our method demonstrates greater accuracy and efficiency. We used this method to test the transferability of the algorithm to nearby areas, and the obtained accuracy exceeded 80%. The method proposed in this study could provide a readily available solution for the simple and efficient extracting of ISAPs and shows high spatiotemporal transferability.
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1. Introduction


Fishery resources are receiving increasing attention from a growing number of countries due to the challenges they face in the form of climate change, population growth, environmental degradation, land degradation, and the potential risks associated with genetically modified foods [1,2,3,4,5]. Since the growth of capture fisheries has become stagnant, fish stocks have become overexploited, and the global demand for protein continues to increase; aquaculture plays an important role in supplementing supplies of animal protein in various fishing industries [2]. Aquaculture production has grown rapidly over the past few decades [6]. In 2020, the worldwide COVID-19 pandemic brought about lockdowns and restrictions on movement, which hit the fishing industry hard [7]. Despite this setback, global aquaculture production is increasing, demonstrating that aquaculture has the potential to enhance the resilience of the global food system in the face of emergency. Aquaculture could provide a reliable source of food and employment, contributing directly to the Sustainable Development Goals (SDGs) of zero hunger (SDG2), no poverty (SDG1), and economic growth (SDG8) [8,9,10,11], particularly in developing countries. However, the rapid expansion of coastal aquaculture [12,13,14,15,16,17] has resulted in significant competition for land [18]. This competition can cause direct and severe damage to coastal ecosystems, leading to environmental problems such as the shrinkage or disappearance of native coastal wetlands, water pollution, the destruction of natural habitats, the fragmentation of landscapes, the loss of biodiversity, and the increased vulnerability of coastal zones [19,20,21,22,23]. Competition for land is highly relevant to SDG14, which aims to protect oceans and marine resources.



Coastal aquaculture ponds are difficult to map due to their spectral similarity to other water bodies. Regarding the satellite data used for this task, Landsat satellites are a suitable option for monitoring large-scale aquaculture ponds due to their global coverage [12,14,24]. However, their low image resolution often makes it difficult to accurately detect dikes surrounding the ponds, resulting in low accuracy and high uncertainty. In contrast, high-resolution satellite image data (exemplified by China’s Gaofen series and the American WorldView-2) have advantages in accurately extracting information on water bodies because they have proved able to overcome the influence of mixed pixels. Thus, their extraction results more closely resemble the actual area of the aquaculture pond in question [25,26,27]. However, their coverage is limited, making it difficult to map large areas of aquaculture ponds. Sentinel-1 imagery is increasingly used to map coastal aquaculture ponds due to its all-weather and day/night collection capabilities [28,29]. However, it has more speckle and boundary noise, both of which are challenging to suppress effectively and significantly reduce the signal-to-noise ratio and radiometric resolution [30]. In contrast, Sentinel-2 satellite images provide rich spectral information, high spatial resolution (10 m), and frequent temporal resolution (5 days of the revisit period) [31]. These features make them ideal for detecting dikes and characterizing seasonal changes in coastal aquaculture ponds, making them a valuable resource for mapping large coastal aquaculture ponds [32].



In recent years, several forms of algorithms have been researched for this purpose. The first such form is pixel-based methods [33]. Pixel-based methods involve identifying aquaculture and non-aquaculture pixels based on the spectral features of images. They are commonly used to extract aquaculture areas rather than ISAPs. However, their results often include dikes between neighboring ISAPs, causing ISAPs to merge with each other and resulting in the inaccurate sizing of the aquaculture area. The second such form is machine learning methods such as random forest and deep learning methods, which uses training samples [14,15,34,35]. Deep learning methods have been used extensively in aquaculture research. The U-Net network is widely used and has achieved good segmentation results [25,36,37]. However, when extracting large-scale aquaculture areas, these methods require numerous samples from various types of aquaculture areas [38]. The land cover datasets currently available to the public rarely include aquaculture ponds as a category. It is difficult to extract aquaculture areas when samples are lacking. Additionally, these models are essentially black boxes with poor interpretability, making it difficult to determine the cause of the problem and to improve and transfer methods. Moreover, recent research shows that deep learning methods can easily be fooled when the images’ pixel values are subject to minimal perturbations. Such results mean they run the risk of making unexpected decisions. Better interpretability will help us to understand the rules used by the model to prevent potential unexpected situations [39]. Furthermore, these methods often require a complex combination of pre-processing and post-processing to obtain a reliable result, meaning they may be unsuited to the task of rapidly mapping large areas of aquaculture. The third is object-based methods [26,40,41,42]. Said methods first segment images to obtain objects composed of multiple neighboring pixels and then extract the aquaculture ponds based on their morphological features (such as the area, slope, and shape index) before establishing extraction rules for obtaining the aquaculture ponds. Compared with other methods, object-based methods of feature extraction are carried out on the object level to extract the features, and ISAPs within remote sensing images are represented as ponds of a more regular shape composed of multiple neighboring pixels. Object-based methods can extract their features more completely, avoiding the phenomena of fragmentation and sticking. This method requires fewer samples, enabling mapping large areas of aquaculture ponds rapidly.



Existing studies have identified challenges in accurately extracting aquaculture ponds. The basic units of the aquaculture area are different individually separable aquaculture ponds (ISAPs). Unlike areas of ordinary agriculture, ISAPs in the same region have different fishing periods and closures, which can cause dry ISAPs to be mistaken for bare land in remote sensing images. This is a distinct feature that separates aquaculture from other types of agriculture. As aquaculture areas contain dikes and ISAPs represent individual pond scale, calculations of aquaculture production are more accurate when based on ISAPs rather than aquaculture regions. Many countries and national agencies lack the means to directly collect fishery data. Robust estimates of current and potential yields are essential for governments attempting to implement effective food security measures [43]. Therefore, the use of remote sensing images for extracting single ponds is a crucial development, particularly for countries with limited means of monitoring fisheries. Additionally, when disaster occurs, insurance companies need to assess the damage incurred, and it is more rational to calculate economic losses based on ISAPs. Wang mapped global aquaculture areas and compared them with the isolated ponds mapped by Ottinger and found that the difference in area between them is over 5000 km2 within China, featuring an error of about 40% [33,44]. The extraction of ISAPs has therefore been proven to produce more meaningful results than the identification of clusters of aquaculture ponds, and it is more conducive to the accurate management of aquaculture areas.



Using Sentinel-2 imagery via the Google Earth Engine (GEE) platform, we developed an object-based decision method based on a comprehensive understanding of aquaculture ponds’ morphological, spectral, and spatial characteristics. The results generated are expected to support the management of coastal aquaculture and facilitate the evaluation targets relevant to the SDGs. The objectives of this study are to select the most suitable water body index for the extraction of culture areas, to establish an ISAP extraction framework based on expert knowledge, and to compare the advantages and disadvantages of different algorithms.




2. Materials and Methods


2.1. Study Area


The proposed method was tested in a study area measuring 76.24 km2 (110°43′43.59′′–48′54.44′′E, 19°44′10.98′′–39′36.61′′N, Figure 1a) located in Wenchang, Hainan Province, China. Wenchang City is the major aquaculture production area in Hainan. The study area is characterized by complex features, including many different water bodies such as rivers, puddles, and aquaculture ponds. Aquaculture ponds occupy a central region within the study area (Figure 1b), making the accurate extraction of aquaculture ponds quite challenging. The aquaculture ponds in the study area have the following characteristics. Firstly, most of the aquaculture ponds are clustered, being separated by dikes and surrounded by lakes. Next, the shapes and sizes of aquaculture ponds are varied. Moreover, the shape and size of the same ponds may not be fixed but change over time. Some ponds may shrink or even dry up due to harvesting periods. According to the 2021 China Fisheries Statistical Yearbook, in 2020, Wenchang City accounted for 26.95% of Hainan Province’s entire aquaculture area (the total area of mariculture and freshwater aquaculture in Hainan Province is 446.65 km2). Therefore, we chose this area to test our proposed method and provide insight that will aid the scientific management of aquaculture in Hainan.




2.2. Data


In this paper, we used Sentinel-2 multi-spectral images from 2022 to extract ISAPs. All images are Level-2A, and the cloud was removed based on the quality assessment (QA) band (for each image, low-quality observations due to clouds were masked using the QA60 bitmask band, and the remaining pixels were reserved, deemed good-quality observations). Each scene has spectral bands with 10 m spatial resolutions. Using time series data throughout the year can alleviate the problems caused by missing images resulting from cloud cover. It can also facilitate the extraction of aquaculture ponds during different harvesting periods. Due to the dynamic nature of aquaculture ponds, one or more ponds may run out of water or change location during the year. As a result, features from the same location within remote sensing images may be inconsistent, making it difficult to establish an accurate feature recognition model. To address this issue, we used the temporal aggregation function of GEE. All available high-quality pixels from Sentinel-2 multi-spectral images for the time series from January 2022 to December 2022 were composited into a single image by calculating the median of all values at each pixel across the stack of all bands. We thus obtained a high-quality composite image for 2022.



The above data extraction and data processing procedures are all completed on GEE, which is a remote sensing cloud computing platform launched by Google (https://earthengine.google.com).




2.3. Method


Extracting ISAPs from environments with complex surfaces is a challenging task. In terms of image segmentation, the inconsistent pixels and blurred boundaries of each aquaculture pond hinder the accurate segmentation of aquaculture ponds. Furthermore, aquaculture ponds vary in shape and size, making it difficult to correctly differentiate aquaculture ponds from other water objects. To confront the challenge of the large-scale and accurate extraction of individual aquaculture ponds, we propose an object-based method of aquaculture pond extraction. As shown in Figure 2, our process includes phases 1, 2, 3, 4, and 5, as follows. Phase 1: we removed clouds from the images and synthesized a median composite image for the whole year of 2022; Phase 2: Using multi-scale segmentation, we segmented the image into multiple objects. Although the shapes and sizes of aquaculture ponds are different, all pixels in a single aquaculture pond are of similar brightness, and the difference in brightness between it and its surrounding features is significant. This means we can use multi-scale segmentation and use the ROC-LV curve to find the optimal segmentation scale; Phase 3 and 4: We constructed a decision tree based on the aquaculture sample data provided by manual visual interpretation and prior aquaculture knowledge. We did so according to the specific features of the aquaculture ponds; Phase 5: we performed an assessment of accuracy to eliminate obvious errors from the coastal aquaculture ponds.



2.3.1. Generating Objects via Segmentation


Image segmentation is the first step of object-based methods, and segmentation directly determines the accuracy of the final classification results. There are various segmentation algorithms, such as edge-based algorithms [45,46,47], the Simple Linear Iterative Clustering (SLIC) super pixel algorithm [48,49,50], Multiresolution Segmentation (MRS) [51], and hybrid segmentation [52]. Different segmentation algorithms are applied to different scenarios and have their advantages and disadvantages. This paper will use multi-scale segmentation to segment the images of the study area. Multi-scale segmentation is based on the principle of minimizing regional heterogeneity. That is, the inhomogeneity between neighboring image units in one or more images is maximized at a specific segmentation scale threshold [53,54,55,56]. Multi-scale image segmentation can address some of the deficiencies associated with single-scale segmentation in environments with complex land cover [57].



In order to find the optimal segmentation scale most efficiently and avoid the influence of human factors on segmentation accuracy, the ESP2 plug-in in eCognition was used to determine the optimal segmentation scale. Drăguț et al. developed the Estimation of Scale Parameter (ESP) tool to detect optimal scales and proposed the rate of change of the local variance (denoted the rate of change in Figure 3) measures the change in LV from one object level to another. Thus, the most obvious peaks that dominate their neighborhood can be selected as indicators for optimal scale [58]. Drăguț et al. extended this approach into an automated tool (ESP2) for multiple layers and proved this tool consistently performed better than any of the randomly generated segmentations [59]. The eCognition 9.0 software is used to perform initial multi-scale image segmentation. As shown in Figure 3, the horizontal coordinates represent the segmentation scale parameters, and the vertical coordinates represent the local variance LV (red) and the rate of change ROC of the local variance (blue), respectively. Using the local peak of the ROC as the reference for the optimal segmentation scale, we selected five alternative scales (37, 64, 95, 114, and 122) marked by the yellow circles in Figure 3. The local effects of segmentation at different scales are shown in Figure 4. We observed optimal results with a segmentation scale of 37, where the ponds were not fragmented.




2.3.2. Water Body Extraction Using Water Indices


Water bodies have more apparent differences from other features in terms of their spectral characteristics; these manifest as differences in brightness within remote sensing images. Index-based methods divide ground objects into the categories of water and non-water through band operation and threshold segmentation, which are the most convenient and widely used methods [60,61,62]. As a more specific kind of water body, aquaculture water bodies usually feature additional feed, farming drugs, and other substances, all of which will affect the water quality of the water body, resulting in higher sediment and organic matter contents. Said contents distinguish aquaculture water bodies from ordinary water bodies, and these differences are expressed as differences in reflectance characteristics within remote sensing images. This means a more suitable index can be selected to extract aquaculture water bodies according to their reflectance characteristics.



Currently, the most commonly used methods of extracting water bodies include single-band, dual-band, and multi-band methods. Herein, we analyzed and compared single-band, dual-band, and multi-band processes to choose the most suitable index for extracting aquaculture water bodies.



The basic tenet of the single-band method is using the difference in reflectivity between water and other pixels in a single band to identify areas of water; for example, water bodies in the near-infrared band have more noticeable differences [63].



Dual-band methods include the band ratio method and the normalized difference water index method [64]. The principle of the band ratio method is to use the ratio relationship between different bands in remote sensing images to distinguish different feature types. The ratio is usually constructed by analyzing the target feature’s strongest and weakest reflectance bands to expand the difference between the target and background features [65].



Our study area was divided into three categories, with approximately 14,000 sample pixel points selected for each category (aquaculture water bodies, non-aquaculture water bodies, and non-water bodies). We analyzed the distribution of the planted area and other features in the grayscale of each band, as shown in Figure 5.



Figure 5 shows that the spectral differences between water bodies and non-water bodies are more evident in bands 8 and 11, so the single-band method led to the selection of these two bands and the subsequent construction of a dual-band index.



To address the problem that non-water features (e.g., soil and terrestrial vegetation) in the image may not be properly removed (McFeeters, 1996), multi-band methods have been developed. For example, the normalized difference water body index (NDWI) proposed by McFeeters in 1996 uses the normalized ratios of green and near-infrared (NIR) bands to depict water body features. The raw normalized difference water index (NDWI) is calculated as (green band − NIR band)/(green band + NIR band) [66]. In order to suppress the noise in built-up areas, another water body index, the MNDWI, was proposed. This index is based on the NDWI by replacing the NIR band with the short-wave infrared (SWIR) band [67]. The MNDWI can significantly enhance the contrast between areas of water and built-up areas by using (green band − SWIR band)/(green band + SWIR band). In addition, there is the method of the coma cap transformation of Sentinel-2 images proposed by Nedkov et al. [68], which orthogonalizes the raw data (including the brightness component, greenness component, wetness component, etc.) and transforms them into a multidimensional space. In this paper, we used one of the wetness components to extract the water bodies, herein referred to as WET.



We selected the seven indices mentioned above for the extraction experiments of the cultured water bodies, and the selected indices and expressions are shown in Table 1. After obtaining the grayscale images of each index, we used the Otsu threshold adjustment algorithm to test the extraction effect of different water indexing methods on the aquaculture water’s surface [69,70,71,72]. This method is based on the maximum variance theory. It uses a threshold that minimizes the within-class variance to divide all the pixels in the image into two groups: target pixels and background pixels [73]. Then, we tested the missed ratio and the misclassification ratio of each index separately. Finally, we adopted the optimal index for extracting the water body.




2.3.3. Establishing Classification Rule Sets


We used spectral features, spatial features, and shape features of objects to establish sets of classification rules. Spectral features were used to coarsely extract aquaculture ponds, removing most non-water objects. Shape and spatial features were used to distinguish aquaculture ponds from other water surfaces showing similar reflectance patterns and the dikes adjacent to the aquaculture ponds.




2.3.4. Extraction Method


In this study, we used the decision tree algorithm to extract ISAPs and compared it with the SVM and U-Net algorithms. In terms of feature space selection, both SVM and U-Net only use three bands in the image (NIR, Red, and Green).



The decision tree forms a hierarchical decision ruling structure by gradually segmenting the characteristics of remote sensing data. The decision tree algorithm is easy to understand and explain; it can be analyzed visually, and rules can be extracted easily. This method is well suited to using remote sensing data to classify ground objects, identify coverage types, and monitor environmental changes. Because it is intuitive, easy to understand, and highly explainable, it is commonly applied in the field of remote sensing. Explainability helps to identify errors or biases in extraction results. It is easier to improve and transfer the method once there is a comprehensive understanding of the inner workings of the method and the full utilization of band information. In addition, in long-term or repeated applications, explainable methods are easier to maintain and update and can more easily respond to changes in data, technological advancements, and other changes in order to ensure the sustainability of the method. This is important for long-term observation and mapping projects. Explainability makes results easier to understand and trust. Decision makers and stakeholders are more likely to accept results that they can understand, which will encourage the acceptance and use of extraction methods.



The core idea of support vector machines is to find an optimal hyperplane that can separate samples of different categories. When data are not linearly separable, SVMs can map the original feature space to a high-dimensional feature space through kernel techniques to identify a better segmentation hyperplane. Concerning kernel functions, the radial basis function (RBF) kernel is the most effective and commonly used parameter in remote sensing image classifications [74]; we adopted it for this reason. The performance of the SVM model using the RBF kernel is greatly influenced by the values assigned to the two important parameters: C (penalty value) and γ (gamma). Therefore, to obtain the optimal values for these parameters, we conducted many experiments. We began the experiment with the following initial values: penalty value (C) = 50 and gamma = 0.01. Then, we performed 20 tests by gradually changing the value of C from 50 to 1000 in steps of 50 to obtain the best C value, while keeping γ and other values unchanged at the default value. After determining the optimum value of C, we conducted 10 tests to determine the best γ from a range of values (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0) by fixing the best C value and using default values of other parameters. Finally, the two best values were selected to build the best SVM model.



The U-Net model is an improved FCN semantic segmentation model proposed in 2015 [75], which adopts a typical encoder–decoder structure and subscribes to the principle of FCN for the full convolutional semantic segmentation of images, incorporating the characteristics of jumping networks. It is very clever in structure and named because it follows U-shaped symmetry. We used Sentinel-2 images covering the study area to create a dataset. Based on ArcGIS10.8 software and Google HD images, we used visual interpretation to complete the manual annotation of breeding ponds in the study area. The Id value was set to 255 and given the binarized sample label. Because directly inputting the entire image and label into the model for training will cause the computer’s memory to overflow, we used random cropping to crop the images, resulting in a Sentinel-2 image dataset of 750 images, which was then divided into a training set and a verification set according to a ratio of 8:2. Additionally, we performed data enhancement operations on the training set (including geometric transformations, such as horizontal flipping and vertical flipping, and brightness enhancement and contrast enhancement). We selected 20% of the expanded training set to act as a verification set for adjusting model parameters.






3. Results


3.1. Water Body Extraction with Water Indices


Here, we selected the best water body index, NDWI, by comparing the missed ratio and misclassification ratio of seven water body indices. The grayscale image of each index is shown in Figure 6.



According to the Otsu method, used to determine the optimal threshold value for each index grayscale image, the extraction results of each index used to extract the aquaculture region were obtained and are shown in Figure 7.



It is observed that B8 within the single-band method and the NDWI and MNDWI (of the water body index methods) had better extraction effects compared with other methods. They extracted the water body more accurately. Labels drawn via visual interpretation were used as the standard to count the wrong and missing scores of these seven indices, and the results are shown in Table 2.



Table 2 shows that the proportions of wrong and missed scores are the smallest for the NDWI, followed by the two indices B8 and MNDWI. Accordingly, the NDWI was selected as the water body index used to distinguish between water body objects and non-water body objects.




3.2. Feature Selection for Aquaculture Ponds


By selecting aquaculture ponds and easily misclassified features such as dikes, rivers, and ponds on the island of Hainan, we found that aquaculture ponds have obvious differences from other features in terms of their area, compactness, length/width, NDWI standard deviation, and shape index, as shown in Figure 8. Therefore, within our object-based classification approach, these features were selected as the classification features of the object, and the details of the features are given in Table 3.




3.3. Extracting Coastal Aquaculture Pond Objects Using Decision Trees


As shown in Figure 9, the mean (NDWIobject) represents the mean NDWI value of the image object, OTSU (NDWIarea) represents the NDWI threshold value determined according to the OTSU thresholding method in the study area, SD (NDWIobject) is the standard deviation of the NDWI of the image object, and the area is measured in metric acres. Firstly, the images are multi-scale segmented, and then the image objects are divided into water body objects and non-water body objects according to OTSU. This is the initial phase of differentiation between water bodies and non-water bodies; the vast majority of the water body objects are water bodies, but they still contain dikes and other misclassified features. Dikes can then be removed according to their NDWI standard deviation and compactness parameters, and adjacent objects are merged. Rivers can be well distinguished from aquaculture ponds by utilizing the aspect ratio feature. Finally, ponds, small spots, and some irregular misclassified features are removed by utilizing the parameters of area and shape index.




3.4. Accuracy Assessment


To evaluate the strengths and weaknesses of our proposed method in terms of accuracy and overall extraction effectiveness, we compared the method with traditional machine learning methods, including SVM and deep learning methods (U-Net).



For the evaluation of precision, the results of manually drawn culture ponds were taken as reference samples for evaluating the accuracy of the extraction effects of the three methods. The confusion matrix-based evaluation indices precision (P) and recall rate (R) were used to quantitatively evaluate the accuracy of the three methods in extracting aquaculture ponds.



A confusion matrix of the real case and the extraction results is shown in Table 4. Aquaculture ponds are positive cases, and non-aquaculture ponds are negative cases.



Precision (P) represents how many of the classes we predicted to be positive are actually positive:


  P =   TP   TP + FP    



(1)







The recall rate (R) represents how many classes we correctly predicted among all the positive classes:


  R =   TP   TP + FN    



(2)







Table 5 shows that the precision (P) and recall (R) of the object-based + decision tree method of extracting aquaculture ponds from Sentinel-2 remote sensing images are around 85%, while the recall (R) of the machine learning classification method is below 70%. The deep learning method achieved a precision (P) of 86.36% and a recall rate of 90.77%. Compared with the other two methods, SVM is the lowest in terms of precision (P) and recall (R), and the deep learning method is slightly better than this method in terms of precision (P) and about 6% higher than our method in terms of recall (R). From the comparison of the accuracy of the two extraction methods in Table 5, it is obvious that the object-based + decision tree method is better than the SVM method in terms of accuracy metrics across the board, but it is slightly inferior to the deep learning method.



The details of the three methods’ extraction effects are shown in Figure 10. Through comparative observation, we found that the extraction results of the SVM method have missed areas. Its extraction results are more fragmented, and the merging between different ponds is more significant. Thus, this method cannot extract individual aquaculture ponds accurately. The deep learning method can extract individual aquaculture ponds more effectively, and its extraction results are more complete, being that they lack fine impurities. That said, there are also some missed areas. The object-based + decision tree method reduced the number of missed areas, and its extraction process resulted in aquaculture ponds without the impurity patches that we observed when using the SVM method. In addition, this method proved to alleviate the phenomenon of adhesion between different aquaculture ponds and accomplished the accurate extraction of individual aquaculture ponds.



The overall extraction effect is shown in Figure 11. Both the deep learning and SVM methods failed to completely remove the fine river in the upper right corner of the image. The deep learning method missed segments in regions C and E, and fine patches remained in regions B and C. The SVM method misclassified the edge of the large pond as an aquaculture pond. In contrast, the object-based + decision tree method proposed in this paper removed the thin river, the large pond, and other easily confused features; it demonstrated fewer missed segments and no fine patches. Therefore, our extraction results are superior and more efficient.





4. Discussion


4.1. The Analysis of the SVM Method


In comparing the extraction effects of the three methods, it is clear that the traditional machine learning method exhibited the lowest extraction accuracy, a serious misclassification phenomenon, the presence of “sticking”, and too many small areas of impurity. This is primarily due to the fact that the method uses a single image element as the smallest classification unit and only considers the brightness value of the image element as a feature; it does not consider the spatial and shape characteristics of the ponds. In addition, this method requires the training samples to be drawn artificially, which is a strong subjective factor, and the extraction results rely heavily on the artificially drawn pieces.




4.2. The Analysis of the Deep Learning Method


The deep learning (U-Net) method exhibited the highest accuracy and can accurately extract ISAPs. The extracted ISAPs have complete boundaries. However, this method’s extraction also resulted in some missed areas; it could not effectively eliminate fine river features, and tiny patches remained. Moreover, it is a data-dependent method, and the quality of the selected data has a great impact on the algorithm; in practice, this means that a large number of computational resources is required, including CPU, GPU, and the cloud server resources of local computers. Furthermore, its interpretability is poor, and the internal operating mechanism of the model is vague. Therefore, it is also difficult to troubleshoot and detect errors and bugs in this model, and it is difficult to prevent potential accidents from occurring. When conducting large-scale, fast, real-time, and dynamic aquaculture area mapping, the U-Net method takes a long time to accrue training data and may lack datasets that are relevant to the necessary research area, making it difficult to complete tasks.




4.3. The Analysis of the Object-Based + Decision Tree Method


The object-based + decision tree method proposed in this paper was shown to be more effective than the traditional machine learning method in terms of accuracy. The extracted aquaculture ponds have complete boundaries, and the phenomenon of “sticking together” was avoided. Compared with the deep learning method, it can distinguish ponds, rivers, and other features that are easily confused with aquaculture ponds. This is because our method utilizes image objects consisting of multiple adjacent image elements as extraction objects, thereby effectively avoiding the problems caused by small areas of impurity and incomplete pond boundaries that can occur within traditional machine learning methods. Moreover, we took into account characteristics other than brightness values that are unique to ponds, such as the compactness, area, aspect ratio, etc. In addition, we removed small rivers, pits, and ponds, and we segmented individual ponds. Our method is simple and quick to operate with limited samples. It does not depend on the quality of local computer hardware and requires few computational resources. We were able to see the extraction effect of each step of the decision tree in real time and then interpret the extraction results; errors within this extraction method were easy to troubleshoot. This method is also extremely efficient and can quickly map a large range of aquaculture areas with accuracy comparable to that of deep learning models. Furthermore, our method is lightweight, and modules can be added or removed at any time (depending on the extraction task). In summary, the object-based + decision tree method proposed in this paper is an ideal method of extracting extensive areas of aquaculture ponds.




4.4. Potential for Transferability


In order to test the transportability of our method, we selected areas of an aggregation of aquaculture ponds near the study area. The extraction results are shown in Figure 12. It can be seen that our method effectively eliminates non-water bodies and non-aquaculture water bodies such as puddles. In addition, our method also performs very well in removing dikes and can prevent most adhesion phenomena. However, due to the limited resolution of our images and the fact that some embankments are too thin, some aquaculture ponds still show a little adhesion. We randomly generated 150 points on Google Earth, tested our extraction effect, and found that the accuracy rate was over 80%.





5. Conclusions


Our research will aid the accurate extraction of ISAPs from Sentinel-2 images. In the context of the rapid expansion of aquaculture areas in China and the need to establish an efficient system for monitoring aquaculture areas, we proposed an object-based method from Sentinel-2 data. We used multi-scale segmentation to obtain water objects and then selected the NDWI index to initially separate land and water; finally, we built a decision tree based on expert knowledge to extract ISAPs. We tested the effects of traditional machine learning, deep learning, and our method. The three methods were discussed in detail, both quantitatively and qualitatively. The following conclusions were drawn from the 29 March 2024 results obtained in this study:




	
The proposed method can extract ISAPs with high accuracy; the accuracy (P) and recall (R) were around 85%, revealing that our method could effectively map aquaculture ponds.



	
The proposed method showed better performance than SVM and U-Net. Our method can avoid adhesion and extract ISAPs that have previously not been accurately omitted from different water bodies. It is easy to operate and does not depend on the quality of local computer hardware, so it is suitable for the real-time and rapid extraction of large aquaculture areas.



	
Our method has good transferability and can achieve an accuracy of more than 80% in the extraction of near-shore aquaculture ponds.








As it is an object-based algorithm, we were able to propose suitable application scenarios for this method. However, the same parameters may not be applicable when the scenarios are different, thus operators with professional knowledge will be required. We will further improve our method by modifying these adaptive thresholds in the hope of broadening its range of application scenarios.
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Figure 1. A map of the study area. (a) The location of the study region; (b) an overview of the study area (Sentinel-2 images; the band combination is 843). 
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Figure 2. The overall workflow of the proposed methods for individually separable aquaculture pond (ISAP) extraction. 
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Figure 3. (a) Rate of change in image segmentation scale; (b) local variance in experimental area. 
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Figure 4. Different segmentation results. 
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Figure 5. Distribution of grayscale values of aquaculture water bodies, non-aquaculture water bodies, and non-water bodies. 
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Figure 6. Grayscale images obtained with different indices. 
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Figure 7. Aquaculture areas were extracted from each index, and the black pixels indicate extracted aquaculture ponds. Based on ArcGIS 10.8 software and Google HD imagery, visual interpretation was used to obtain the label of the aquaculture ponds in the study area. 
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Figure 8. Various characteristic feature values among aquaculture ponds and others. 
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Figure 9. Decision tree for extracting aquaculture ponds. 
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Figure 10. Comparison of extracted results. (a) Band combination 843; (b) label; (c) object-based + decision tree extraction results; (d) SVM extraction results; (e) deep learning extraction results. 
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Figure 11. (A–E) Comparison of extracted results. (a) Object-based + decision tree; (b) deep learning; (c) SVM. 
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Figure 12. Algorithm transferability results. 
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Table 1. Water body extraction formula and band.






Table 1. Water body extraction formula and band.





	

	
Index

	
Formula

	
Band Type






	
Single-Band

	
B8

	
B8

	
NIR




	
B11

	
B11

	
SWIR




	
Dual-Band

	
A1

	
B8/B3

	
NIR, Green




	
A2

	
B11/B3

	
SWIR, Green




	
Multi-Band

	
NDWI

	
(B3 − B8)/(B3 + B8)

	
NIR, Green




	
MNDWI

	
(B3 − B11)/(B3 + B11)

	
SWIR, Green




	
WET

	
0.0649 × B1 + 0.1363 × B2 + 0.2802 × B3 + 0.3072 × B4 + 0.5288 × B5 + 0.1379 × B6 − 0.0001 × B7 − 0.0807 × B8 − 0.0302 × B9 − 0.4064 × B11 − 0.5602 × B12 − 0.1389 × B8A

	
Coastal aerosol, Blue, Green, Red, Vegetation red edge, NIR, Water vapor, SWIR, Narrow NIR











 





Table 2. Wrong and missing scores for each index extraction result.
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	Index
	Missed Ratio
	Misclassification Ratio





	B8
	0.28%
	18.59%



	B11
	0.52%
	27.15%



	A1
	0.06%
	26.22%



	A2
	0.27%
	22.99%



	NDWI
	0.20%
	18.47%



	MNDWI
	0.65%
	18.49%



	WET
	0.44%
	43.10%










 





Table 3. Introduction of each feature.
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	Feature
	Introduction





	NDWI standard deviation
	The standard deviation of NDWI values is calculated for all image elements of the image object, which reflects the dispersion of NDWI values. NDWI standard deviation =         ∑   i = 1  n        NDWI  i  −   NDWI   mean      2    n − 1      



	Area
	The area of an object in the image without georeferencing is the number of image elements that make up the object, and the area of an object in the image with georeferencing is the true area of the image elements multiplied by the number of image elements of the object, and the image object in this paper has georeferencing, and the site is measured in metric acres.



	Compactness
	Compactness is the value obtained by multiplying the length and width of an image object and dividing it by the number of pixels in the object. Compactness = length × width/the number of pixels



	Length/width
	The aspect ratio is the ratio of the length and width of the object and is generally calculated from the approximate border.



	Shape index
	The shape index is four times the square root of the area of the image object multiplied by the length of its boundary. Shape index = 4×    area       × the length of its boundary










 





Table 4. Confusion matrix table.
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Confusion Matrix

	

	
Extraction Result




	

	
Positive

	
Negative






	
Label

	
Positive

	
TP

	
FN




	
Negative

	
FP

	
TN











 





Table 5. Precision and recall rate of extracted results via different methods.
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Machine Learning

	
Deep Learning

(U-Net)

	
Object-Based +

Decision Tree




	

	
SVM






	
P/(%)

	
78.85

	
86.36

	
85.61




	
R/(%)

	
61.21

	
90.77

	
84.04
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