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Abstract: The gravity and gradient anomalies contain valuable information about the underground
geological structures at various depths. Deep and shallow buried source bodies are able to be
identified through multi-scale field separation processes, and visual comprehensions of geological
structures can be obtained via 3D density inversion techniques. In this study, we propose an improved
3D imaging strategy based on gravitational field separation using the preferential continuation filter.
This strategy incorporates the relationship between spectral features and buried depths of source
bodies, allowing for a one-step transformation from planar gravity and full-tensor gradient field
observations to a 3D density structure in the wave-number domain. Synthetic tests validate the
effectiveness and robustness of the gravity and gradient imaging approaches, highlighting their
advantages in high vertical resolution and low computational requirements. Nonetheless, it should be
noted that the imaging effects of horizontal gradients Γxx and Γyy are unsatisfactory due to their weak
noise resistance. Thus, they are not suitable for real data applications. The other imaging approaches
are further applied to recover the subsurface 3D density structure beneath the Weishan cone in
Wudalianchi Volcanic Field, Northeastern China. Our results provide insights into the possible
location and shape of the low-density magma chamber. Also, the potential presence of partial melts
is inferred and supported from a gravity perspective. The primary advantage of these approaches is
their ability to generate a reasonable geological model in scenarios with limited prior information
and physical property constraints. As a result, they have significant practical value in the field of
applied geophysics, including mineral exploration and volcanology studies.

Keywords: field separation; gravity; gravity gradient; magma chamber; 3D density imaging;
wave-number domain

1. Introduction

The gravitational field is one of the fundamental geophysical fields. Apart from the
contributions of the reference ellipsoid and topography relief on the geoid, the external
residual gravity field mirrors the Earth’s interior heterogeneity [1]. Measurements of gravity
and gradients, the first and second derivatives of gravitational potential, are common in
geophysical surveying. Their anomalies or disturbances correlate with underground mass
surplus/loss and can be applied in the modeling of density structure and undulating
density interface [2–7].

Spatial three-dimensional (3D) inversion approaches are widely used to image the
subsurface density distribution by gravity and gradients data. These approaches often
incorporate linear regularization, whose constraints and weights are added to improve
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accuracy [8–10], such as depth-weighting inversion [11,12], focusing inversion [13–15],
Lp-norm sparse inversion [16,17], Bayesian estimation [18], etc. Non-linear approaches,
including the conjugate gradient method [19], the growing bodies method [20], simulated
annealing [21], the genetic algorithm [22], and deep learning [23], have also been applied.

Additionally, the integrated 3D density imaging based on multi-scale field separation
is an alternative approach. In contrast to direct inversion methods presented above, this
approach offers advantages in improving the vertical resolution and computational effi-
ciency. The spectral characteristics of gravity and magnetic fields are associated with the
buried depth of field sources. Shallow source bodies typically manifest sharp local signals,
while deep sources generally display broader, gradual signals. For targeted examination
of particular geological structures, specific signals can be segregated through band-pass
spatial filtering and following field imaging. Li and Oldenburg [24] developed a repre-
sentative approach by applying wavelet transformation to simplify the computation of
kernel matrices in 3D inversion, which was subsequently extended to facilitate multi-scale
physical property inversion [25,26]. Mauriello and Patella [27] proposed the gravity proba-
bility tomography imaging approach to improve accuracy and mitigate non-uniqueness
effects in gravity inversion. Concurrently, some studies also incorporated two-dimensional
(2D) fast Fourier transformation (FFT) and Block–Toeplitz Toeplitz–Block (BTTB) matrix
techniques [28,29] into forward modeling for similar purposes. Two-dimensional FFT
deconvolution serves as a viable alternative to the matrix inverse process in solving linear
equations, thereby enabling fast imaging with reduced computational burden [30–32]. Con-
ventional field separation methods (e.g., wavelet analysis, matching filter, trend moving
filter, and the cutting method) exhibit two primary limitations in the 3D imaging process.
Firstly, the definitive relationship between separation scales and buried depth of mass
layers remains elusive, which affects the accuracy of the imaging results. Secondly, the lack
of integration between field separation and physical property imaging steps can introduce
additional errors. In this study, we provide a novel strategy for gravitational field imaging
by incorporating the preferential continuation filtering method. This strategy enables a
direct transformation from planar field data to 3D density structures in the wave-number
domain in a single step. The objective is to enhance the accurate and efficient identifi-
cation of overlapping field sources while distinctly imaging complex subsurface density
distributions and geological structures.

The continuation filter is a classical method for potential field separation [33]. By
leveraging the low-pass filtering properties of upward continuation, different separation
scales can be achieved by adjusting the continuation heights. It is capable of the 3D
segmentation of 2D planar fields, leading to a more precise identification and localization
of field sources at varying depths [34,35]. The preferential continuation is involved, which
integrates analytical upward continuation and iterative downward continuation to establish
a stable field separation operator in the wave-number domain, also aligning well with
spectral density inversion techniques. With predefined grid parameters, our approaches
facilitate the immediate generation of layered density distribution results using either
gravity or gradient data inputs. To address the limitations of current inversion methods,
we introduce the continuation repetition parameter and depth-scaling factor to optimize
the density outcomes. While 3D gravity inversion theoretically poses non-uniqueness
challenges, spatial inversion strategies often rely on prior knowledge or employ joint
inversion methods. In cases where prior information is scarce, by our improved density-
imaging strategy, adjusting the field separation effects through layered field imaging
approaches can enhance the accuracy of the inversion results.

In recent years, advancements in gravity surveying techniques have led to the estab-
lishment of gravimeter and gradiometer test sites, one example being the Kauring Test
Site in Australia [36]. In China, efforts are underway to develop the first airborne gravity
gradiometer test site at the Wudalianchi Volcano National Geopark, primarily intended
for calibrating and validating airborne gravimetric systems based on dense terrestrial
gravity measurements as reported by Yang et al. [37]. The vast dataset collected from
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these tasks holds promise for various geophysical and geological interpretations. In this
study, we utilize the high-resolution and high-accuracy terrestrial gravity data and generate
them to planar gravity anomaly grids, as well as full-tensor gradient anomalies grids at
flight altitudes. They will be employed to conduct real data tests of our density-imaging
approaches.

The article is structured into five main sections. Section 2 introduces the fundamental
mathematical theory underlying the preferential continuation filter and gravitational field
imaging in the wave-number domain. Section 3 presents synthetic tests to assess the
efficacy and robustness of our imaging approaches, highlighting their advantages in terms
of low computational requirements and high vertical accuracy. In Section 4, we validate our
approaches using real gravity and gradient data from the Wudalianchi test site, alongside
discussions on the obtained density results. Finally, a concise conclusion is provided in
Section 5.

2. Methodology
2.1. Preferential Continuation Filter

In potential field theory, the upward continuation typically functions as a spatial
low-pass filter, while the downward continuation possesses the ability to enhance short
wavelength field signals [38]. The preferential continuation filter, which integrates ana-
lytical upward continuation and iterative downward continuation, is employed for its
superior performance in distinguishing short wavelength residual signals by eliminating
long-wavelength regional signals. For a planar potential field U(x,y) at a reference height
z0, the corresponding field at a height h above is expressed as

F[U(x, y)|z=z0+h] = e−khF[U(x, y)|z=z0 ], (1)

where F[. . . ] denotes the 2D Fourier transform operator, and k =
√

u2 + v2 is the spa-
tial wave number, where u = 2π fx and v = 2π fy with fx and fy represent the spatial
frequencies in the x and y axes, respectively.

To achieve a stable downward continuation, some studies implemented an iterative
strategy based on Taylor’s expansion to approximate the complete removal of noise and
shallow-source signals [39–41]. In this study, respective Taylor’s series in the vertical and
horizontal directions up to the second-order terms are considered, written as

U(x + ∆x, y)|z=z0 = |U(x, y) +
∂U
∂x

∆x +
1
2

∂2U
∂x2 ∆x2|z=z0 , (2)

U(x, y + ∆y)|z=z0 = |U(x, y) +
∂U
∂y

∆y +
1
2

∂2U
∂y2 ∆y2|z=z0 , (3)

U(x, y)|z=z0+∆z = |U(x, y) +
∂U
∂z

∆z +
1
2

∂2U
∂z2 ∆z2|z=z0 . (4)

By substituting ∆x = ∆y = ∆z = ±h, the above three formulae sum to

U(x − h, y)|z=z0 + U(x + h, y)|z=z0 + U(x, y − h)|z=z0 + U(x, y + h)|z=z0

+U(x, y)|z=z0+h + U(x, y)|z=z0−h = 6U(x, y, z),
(5)

where the sum of the second-order terms equals 0 in accordance with Laplace’s equation.
The shifting property of Fourier transformation yields

F[U(x + h, y)] = 2πe−iuhF[U(x, y)], (6)

F[U(x, y + h)] = 2πe−ivhF[U(x, y)]. (7)
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Thus, Equation (5) can be reformulated as

[2π(eiuh + e−iuh + eivh + e−ivh) + e−kh]F[U(x, y)|z=z0 ]

+F[U(x, y)|z=z0−h] = 6F[U(x, y, z)],
(8)

and the spectral expression of downward continuation is deduced as

F[U(x, y)|z=z0−h] = (6 − e−kh − 2 cos uh − 2 cos vh)F[U(x, y)|z=z0 ]. (9)

The filtering effects of preferential continuation are controlled by the continuation
height. Larger heights result in capturing longer wavelength signals. Let h denote the
truncated height, and the deep-source field Ud can be expressed as

F[Ud] = e−pkh(6 − e−kh − 2 cos uh − 2 cos vh)pF[U]. (10)

Here, p represents the repetition parameter, indicating the iteration count of the up-
ward and downward continuation process crucial for ensuring convergence [42]. Quantities
of the gravitational field, such as the gravitational potential, gravity vector, and gradient
tensor, are applicable to such a field separation technique.

2.2. Wave-Number-Domain Density Imaging

In the context of gravitational field-density imaging, the band-pass field signals can be
considered equivalent to the contribution of an underlying mass layer, which can further
be transformed into a 2D density distribution. It is known as Green’s layer theory [43].
As shown in Figure 1, by segmenting the finite subsurface space into several layers and
applying band-pass filtering to the corresponding field signals, an integrated 3D density
structure can be modeled. For a space with n mass layers, the external gravitational field
can be decomposed as

U =
n

∑
l=1

∆Ul + U0, (11)

where U0 represents the contribution from deep interior structures. The depths of the
lower boundaries of each layer are denoted by z1 < · · · < zn < 0. ∆Ul , the response of the
l-th mass layer, is extracted from the respective low-pass signals ∆Ud,l+1 and ∆Ud,l with
continuation heights |zl+1| and |zl | following Equation (10):

F[∆Ul ] = F[∆Ud,l+1]− F[∆Ud,l ]. (12)

Further, we establish the relationships between potential V, gravity vector

g = ∇V = [gx, gy, gz]
T, (13)

gradient tensor

Γ = ∇2V =

δΓxx δΓxy δΓxz
δΓyx δΓyy δΓyz
δΓzx δΓzy δΓzz

 (14)

and density distribution in the wave-number domain.
In the Cartesian coordinate system, the disturbing potential response attracted by the

l-th mass layer is mathematically formulated as [44]

∆Vl =
∫∫

S

∫ zl+1

zl

ρl
r

dz′dx′dy′, (15)
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where G is the gravitational constant, ρl (x′, y′) represents the planar density distribution,
and (x, y, z) are the coordinates of computation points, while (x′, y′, z′) denote the integral
elements. The distance between them is defined as

r =
√
(x − x′)2 + (y − y′)2 + (z − z′)2. (16)

Figure 1. Sketch map of 3D layered density inversion. The p × q × n 3D mesh can be regarded as a
composition of n 2D mesh layer, each with a size of p × q. The density distribution of each layer is
transformed by the corresponding band-pass filtered field signals.

Applying the definition formula of 2D Fourier transformation [45], Equation (15) can
be reformulated as

F[∆Vl ] =
∫∫ ∞

−∞
∆Vle−i(ux+vy)dxdy

= G
∫∫ ∞

−∞
ρle−i(ux′+vy′)dx′dy′×∫ zl+1

zl

∫∫ ∞

−∞

1
r

e−i[u(x−x′)+v(y−y′)]d(x − x′)d(y − y′)

=
2πG

k2 (e−k|z−zl+1| − e−k|z−zl |)F[ρl ].

(17)

However, the continuation height does not align precisely with the actual buried depth
of the mass layer. Instead, there exists an approximate ratio between them, named the
depth-scaling factor λ. Thus, Equation (17) is generalized to

F[V] =
n

∑
l=1

2πG
k2 (e−kλ|z−zl+1| − e−kλ|z−zl |)F[ρl ], (18)

and the expression of potential field separation is rewritten as

F[∆Vd,l ] = e−pkλ|zl |(6 − e−kλ|zl | − 2 cos uλ|zl | − 2 cos vλ|zl |)pF[V], (19)

which means the low-pass potential signals are truncated at continuation height λ|zl |. Next,
the stably separated potential ∆Vl can be continued downwards to the top of the mass layer
to enhance the signals. The final expression of potential field imaging is written as

F[ρl ] =
k2

2πG
(1 − ekλ|zl+1−zl |)−1(6 − e−kλ|zl | − 2 cos uλ|zl | − 2 cos vλ|zl |)F[∆Vl ], (20)
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where l = 1, · · · , n.
Equations (18) and (20) demonstrate the direct relationship between the external

gravitational field and the interior density structure in the wave-number domain. It is also
similar to the derivatives of potential. The respective relationships between the potential
and its first and second derivatives are [38]

F[g] = F[∇V] = [iu, iv, k]TF[V], (21)

and

F[Γ] = F[∇2V] =

−u2 −uv iku
−uv −v2 ikv
iku ikv k2

F[V]. (22)

The derivatives of potential can also be stably separated by Equation (19), but there
are slight changes in their forward and inverse expressions. We use the notation U as a
common term in the gravitational field and generalize Equations (18) and (20) to

F[U] =
n

∑
l=1

2πG(e−kλ|z−zl+1| − e−kλ|z−zl |)F[ρl ], (23)

and
F[ρl ] =

1
2πG

(1 − ekλ|zl+1−zl |)−1(6 − e−kh − 2 cos uh − 2 cos vh)F[∆Ul ], (24)

For potential,
U = k2V, (25)

for the components of gravity vector,

U = − ik2

u
gx = − ik2

v
gy = kgz, (26)

and for the components of gradient tensor,

U = − k2

u2 Γxx = − k2

v2 Γyy = Γzz

= − k2

uv
Γxy = − ik

u
Γxz = − ik

v
Γyz.

(27)

Using these 3D imaging approaches based on gravitational field separation, the prob-
lems of skin effects and overlapping field sources can be better addressed. Still, the imaging
results of source bodies may be vertically shifted. They can be refined by adjusting appro-
priate parameters p and λ. In practice, the optimal parameters are determined through trial
and error, with details provided in the next section.

3. Synthetic Tests

To validate the performance of our improved approaches, two synthetic model tests
are designed. Model I consists of two parallel cubes as shown in Figure 2a. The deep
cube is centered at (−3, −3, −8) km with equal sides of 6 km and a density of 1.0 g/cm3.
The shallow cube is centered at (6.5, 6.5, −4.5) km with equal sides of 3 km and a density
of −1.0 g/cm3. The distribution of gravity and full-tensor gradient observations at the
reference surface (z = 0 km) are also shown in Figure 2. The inversion tests are conducted
in a 40 × 40 × 15 km3 (x × y × z dimensions) subsurface space. The thickness of all mass
layers and the horizontal grid size in both the x and y axes are set to 1.0 km. The simulated
inversion results are illustrated through density profiles and 3D perspective views. The
former are along the dashed lines in Figure 2 and the latter are with a truncated density of
±0.13 g/cm3.
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Figure 2. (a) Sketch map of Model I and distribution of its simulated gravity, (b) Γxx, (c) Γyy, (d) Γzz,
(e) Γxy, (f) Γxz, (g) Γyz gradient anomalies at the reference plane (z = 0 km).

The inversion effects are determined by the repetition parameter p and the depth
scaling factor λ. With regard to the repetition parameter, it not only controls the degree of
completeness in field separation but also exerts an influence on the field-imaging process.
As an example, a comparison among the gravity-imaging results with a fixed λ value of 0.4
and three different p values (p = 5, 20, 50) is made. As shown in Figure 3a–c, an increase
in the p value leads to a change that two source bodies manifest a vertically shortened
shape and a shallower buried depth. This is likely due to the fact that a greater number
iteration in the continuation process can amplify short-wavelength signals and attenuate
long-wavelength signals. The imaging results with a fixed p value of 30 and three different
λ values (λ = 0.25, 0.35, 0.45) are compared, exhibiting the same change in the source
bodies with decreasing λ as shown in Figure 3d–f. Figure 3b,e indicate that different
combinations of p and λ can yield similar imaging results that closely resemble the model.
We compile these parameter sets and present an “L” shaped curve shown in Figure 4. It is
observed that with larger p and smaller λ values, the residual error of the corresponding
solution decreases while the standard variation increases. And the inflection point of the
L-curve can be selected to determine the optimal solution, with the parameters p = 40
and λ = 0.33. Additional tests are conducted to explore the L-curve characteristics of
various gravity-imaging results, all of which give the same optimal parameters, including
the Model II test and applications discussed below. Consequently, it can be inferred that
p and λ are intrinsic parameters independent of the input data. However, the gradient
imaging results do not display an L-curve relation but a positive correlation between their
residual errors and standard variations. Nonetheless, as shown in Figure 5, exceptional
solutions can still be achieved with p = 40 and λ = 0.33, which are regarded equivalent to
the optimal parameters for gradients.
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Figure 3. Three-dimensional perspective views (left panel) and depth profiles (right panel) of the
simulated gravity-imaging results of Model I with different imaging parameter settings.

Figure 4. The L-curve relationship between the residual error and standard variation of the solutions
with varying parameters p and λ that can yield the solutions closest to Model I. The red arrow points
to the inflection point where the parameters are p = 40, λ = 0.33.

The results of gravity and Γzz, Γxy, Γxz, Γyz gradient imaging in Figure 5a,d–g reveal
superior effects in strong noise immunity and precise vertical focusing of source bodies.
However, the results of Γxx and Γyy gradient imaging in Figure 5b,c indicate comparatively
inferior performance, attributed to weaker noise immunity and larger boundary effects. To
specifically investigate the robustness of these imaging approaches, a comparative analysis
at various noise levels is taken. Based on the simulated gravity and Γxx, Γyy, and Γzz
gradient observations in Figure 2, four scenarios—no noise, 2%, 5%, and 20% Gaussian
white noise added—are considered, respectively. Density profiles of the corresponding
imaging results are shown in Figure 6. In the absence of additional noise, Γxx and Γyy
gradient imaging also show perfect performance. But introducing even minor noise can
lead to interference of the imaging results, potentially obscuring field sources at depths
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shallower than 3 km. If the noise level exceeds a specific threshold, the imaging process
becomes unfeasible. In comparison, gravity and Γzz gradient imaging exhibit superior
robustness. At a noise level of 20%, interference emerges in the gravity-imaging results,
while Γzz imaging results remain stable. The limited noise suppression capability of the Γxx
and Γyy imaging processes renders them unsuitable for real data applications.

Figure 5. Three-dimensional perspective views (left panel) and depth profiles (right panel) of
simulated (a) gravity, and (b) Γxx, (c) Γyy, (d) Γzz, (e) Γxy, (f) Γxz, (g) Γyz gradient imaging results of
Model I, the corresponding simulated observations are mixed with 5% Gaussian white noises. (The
3D perspective views in panels (b,c) only show the results below 3 km depth).

Model II consists of two vertically overlapping blocks as shown in Figure 7a. The
deep one is a cube centered at (0, 0, −8) km with equal sides of 6 km and a density of
1.0 g/cm3. The shallow cube is centered at (0, 0, −2) km with equal sides of 2 km and a
density of −1.0 g/cm3. The distribution of gravity and full-tensor gradient observations
are also shown in Figure 7. Simulated imaging tests are conducted in the 40 × 40 × 15 km3

subsurface space, with the grid size and inversion parameters being identical to those of
Model I. Gravity and full-tensor gradient imaging results, as shown in Figures 8 and 9a,
illustrate the effectiveness of the improved imaging approaches in accurately recovering
the shape and position of vertically overlapping sources from the mixed field signals.
Nonetheless, it should be noted that the interference from the field signals of deep and
shallow sources cannot be entirely eliminated. This results in distortion in the shallow,
characterized by the presence of some high-density anomalies surrounding the central
low-density body.

Additionally, we provide a comparison of our improved gravity-imaging approach
with other commonly used gravity inversion methods. The basic principle of 3D gravity
inversion is solving the linear equation in the matrix-vector form based on the relationship
between density and gravity anomaly. An optimal solution that minimizes the objective
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function can be obtained. This process is the so-called Tikhonov regularization [46]. In
order to improve the vertical accuracy of the inversion results, Li and Oldenburg [11]
introduced the depth weighting process, which is widely applied at present [3,6,47]. There
are significant differences in computational efficiency and inversion performance between
the depth-weighting gravity inversion and our wave-number-domain gravity-imaging
approaches. The regular inversion process involves considerable time in kernel matrix
construction and regularization. In contrast, wave-number-domain imaging utilizes the
FFT technique, which only requires matrix dot-product calculation. As an example of
the simulated inversion of Model II, a simple test on computation time and data storage
associated with these two approaches is carried out, using the MATLAB 2020a language
version on a laptop equipped with an Intel(R) Core(TM) i7-10510U CPU. With a setting
of 30 × 30 × 15 grids in density inversion and 900 gravity anomaly observation points,
the kernel matrix is sized at 900 × 13,500. The forward calculation takes a time of 283 s,
and 38 s are spent in the regularization process, occupying a total physical memory of
2311 MB. However, the whole wave-number-domain imaging process just takes a time
of 0.2 s and occupies a physical memory of only 94 MB. This indicates that the matrix
construction and inverse operation can be replaced by a more efficient way like convolution
and deconvolution in the frequency domain. The reduced computational requirements also
facilitate the recovery of more detailed density structures. The inversion results of the two
approaches are shown in Figure 9. In comparison, although the depth weighting inversion
method can identify shallow and deep sources, the deep one is significantly distorted,
and its buried depth is also inaccurate. The wave-number-domain imaging approaches
exhibit relatively superior ability in identifying vertically overlapping field sources and
have greater advantages in applications under complex geological conditions.

Figure 6. Depth profiles of simulated gravity, and Γxx, Γyy, Γzz gradient imaging results (from left to
right) of Model I in four noised scenarios: no noise, 2%, 5%, and 20% Gaussian white noise added
(from top to bottom).
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Figure 7. (a) Sketch map of Model II and distribution of its simulated gravity, (b) Γxx, (c) Γyy, (d) Γzz,
(e) Γxy, (f) Γxz, (g) Γyz gradient anomalies at the reference plane (z = 0 km).

Figure 8. Three-dimensional perspective views (left panel) and depth profiles (right panel) of
simulated (a) Γxx, (b) Γyy, (c) Γzz, (d) Γxy, (e) Γxz, (f) Γyz gradient imaging results of Model II, the
corresponding simulated observations are mixed with 5% Gaussian white noises. (The 3D perspective
views in panels (b,c) only show the results below 3 km depth).
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Figure 9. Three-dimensional perspective views (left panel) and depth profiles (right panel) of
simulated density inversion results of Model II by two different methods: (a) wave-number-domain
gravity-imaging approach, (b) depth-weighting 3D gravity inversion.

4. Applications

The terrestrial or airborne gravity and gradient anomalies serve as essential indica-
tors of the dense and sparse distribution of subsurface materials. Gravity field imaging
approaches can be effectively applied to investigate local density anomalies, such as oil and
gas reservoirs, metal deposits, magma chambers, etc. [48–50]. To validate our improved
approaches applied to real gravity and gradient data, we select the near zone of the Weis-
han volcanic cone in the Wudalianchi region as the study area as shown in Figure 10. The
Wudalianchi Volcanic Field, a representative Cenozoic volcano in Northeastern China, is
situated at the junction of the northern edge of Songliao Basin and the Lesser Xing’an Range.
It encompasses an area of more than 800 km2 with several monogenetic volcanic cones, and
it is characterized by potassium-rich basalts [51–53]. The most recent recorded eruptions,
occurred at Laoheishan and Huoshaoshan cones in 1719–1721, suggest the potential for
ongoing volcanic activity. The latest geophysical surveys in Wudalianchi region indicate
the possible presence of incompletely cooled magma chambers, with specific attention
towards the Weishan area [54–56]. In gravity field observations, magma chambers are
associated with distinct negative anomaly features, due to the relatively low density of
basalt in relation to the average density of the upper crust. This enables the density imaging
of magma chambers and their related structures.

The terrestrial gravimetric data applied in this study are from the gravity survey of the
Wudalianchi airborne gravity gradiometer test site. The residual Bouguer gravity anomalies
are derived by reducing long-wavelength signals and residual topographic effects, and the
corresponding Γzz, Γxy, Γxz, and Γyz gradient anomalies are then transformed by the least-
square collocation method. Gravity and gradient anomalies in the study area are gridded
to a resolution of 1 × 1 km and reduced to an altitude of 500 m, as shown in Figure 11.
Also, these data are applied in 3D density imaging using our improved approaches. The
horizontal density grid size is consistent with the observation grid, and the mass layer
thickness is set to 0.5 km. The maximum imaging depth is set to 15 km. The values of
the repetition parameter p and depth scaling factor λ are the same as those used in model
tests, i.e., p = 40 and λ = 0.33. Density-imaging results are shown in Figure 12. Density
anomalies range within ±0.3 g/cm3, and we select −0.1 g/cm3 as the truncation value to
generate 3D perspective views. Also, depth profiles are taken along the line connecting
Huoshaoshan and Weishan (in the SW-NE direction).
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Figure 10. Topography map of the Wudalianchi Volcanic Field. Red stars represent the location of
monogenetic volcanic cones, including Weishan (WS), Laoheishan (LHS), Huoshaoshan (HSS), etc.
Our study area is bounded by the dashed box.

Figure 11. Distribution of (a) Bouguer gravity and (b) Γzz, (c) Γxy, (d) Γxz, (e) Γyz gradient anomalies
in the study area. The black dashed lines indicate the position of depth profiles in Figure 12.

As shown in Figure 10, volcanic cones are mainly arranged along three SW-NE align-
ments. The Weishan cone is located at the northeast of the central alignment. The topogra-
phy of the Weishan area exhibits a typical volcanic dome formation, probably attributed
to the ascent of deep melts. Bouguer gravity and Γzz gradient anomalies in the study
area (Figure 11a) show a negative feature near the Weishan cone. From a petrological
perspective, the negative features reflect low-density basalts or basaltic magma, and the
positive features reflect high-density basement metamorphic rocks [55]. However, the cone
is not positioned at the focal point of the negative feature but rather at the southeastern
juncture of the positive and negative features. As shown in Figure 12, the gravity and
gradient imaging results all reveal a low-density chamber with a buried depth ranging
from about 3 to 8 km, and a channel-like structure originates from the chamber, extends
southeastward, and links to the Weishan cone.

Seismic and magnetotelluric surveys were also previously conducted in this area.
Li et al. [54] employed the ambient noise tomography to find a low-velocity anomaly
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beneath Weishan at a depth of about 7–13 km. Gao et al. [56] identified two low-resistivity
anomalies above and below 8 km in depth through magnetotelluric imaging, and inferred
that the magma chamber might be in the “recharging” state. Yet, Sun et al. [57] contended
that the low-resistivity bodies could also be attributed to saline fluids rather than partial
melts. The low-density chamber revealed in this study could correspond to such low-
velocity and low-resistivity anomalies. From a petrological perspective, the basement
metamorphic rocks exhibit a density exceeding 2.8 g/cm3, whereas the density of basalts
is below 2.4 g/cm3. The significant contrast in density is consistent with our density-
imaging results. We speculate that the low-density anomaly probably represents a remnant
magmatic structure from the last eruption of Weishan. Combined with the low-velocity,
low-resistivity and low-density characteristics, it is plausible that the chamber still contains
basaltic partial melts. In general, the real data tests validate the better performance of our
gravity field imaging approaches in identifying the position and shape of geological bodies
with distinctive densities.

Figure 12. Three-dimensional perspective views (left panel) and depth profiles (right panel) of
(a) gravity, and (b) Γzz, (c) Γxy, (d) Γxz, (e) Γyz gradient imaging results in the study area. The black
curves indicate the topography relief along the profiles. The red arrows point to the location of
Weishan (WS).
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5. Conclusions and Outlooks

In this study, we introduce the preferential continuation filtering technique and de-
velop the improved 3D gravity and full-tensor gradient imaging approaches based on field
separation in the wave-number domain. Synthetic tests validate the effectiveness and noise
resistance of our imaging approaches. Specifically, they demonstrate the ability to identify
and separate vertically overlapping sources, notably improving the vertical resolution of
inversion results and effectively addressing the skin effects than the depth-weighting grav-
ity inversion methods. Another advantage is their high computational efficiency without
compromising inversion accuracy. This makes it easier to recover more detailed density
structures in practice with a comparatively low computation burden. Still, some limitations
should be also mentioned. The imaging approaches are only suitable for the processed
planar gridding field data, which is comparatively less convenient than regularization
methods. And these approaches are inapplicable to inversion scenarios with strict con-
straints in shape, buried depth, or density values. For Γxx and Γyy gradient imaging, their
noise resistance is relatively poor, impacting the imaging quality of near-surface shallow
field sources.

The applications in Wudalianchi Volcanic Field confirm the practicability of gravity
and Γzz, Γxy, Γxz, Γyz gradient imaging approaches in complex geological study areas. Uti-
lizing Bouguer gravity anomaly and the corresponding gradient anomalies, the subsurface
density imaging of Weishan area at depths shallower than 15 km is performed. A low-
density chamber-like body is found to the northwest of the Weishan cone, with a buried
depth shallower than 10 km. The identification of low-velocity anomalies in previous
seismic studies and low-resistivity anomalies in magnetotelluric studies, along with the
gravity-imaging results in this study, provides further evidence for the potential existence
of partial melts in the magma chamber.

Overall, despite the theoretical non-uniqueness of gravity inversion, our approaches
prove to be useful with limited prior information and physical property constraints. With only
gravity or gradient field observations, an initial underground geological model can be created,
based on the mathematical constraints of the spectral characteristics of the potential field
and the size and buried depth of the geological features. These preliminary results provide
references for subsequent geological and geophysical research. Such a density-imaging
strategy can be highly beneficial in mineral exploration and volcanology applications.
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