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Abstract: Building change detection (BCD) plays a vital role in city planning and development,
ensuring the timely detection of urban changes near metro lines. Synthetic Aperture Radar (SAR) has
the advantage of providing continuous image time series with all-weather and all-time capabilities for
earth observation compared with optical remote sensors. Deep learning algorithms have extensively
been applied for BCD to realize the automatic detection of building changes. However, existing deep
learning-based BCD methods with SAR images suffer limited accuracy due to the speckle noise effect
and insufficient feature extraction. In this paper, an attention-guided dual-branch fusion network
(ADF-Net) is proposed for urban BCD to address this limitation. Specifically, high-resolution SAR
images collected by TerraSAR-X have been utilized to detect building changes near metro line 8 in
Shanghai with the ADF-Net model. In particular, a dual-branch structure is employed in ADF-Net
to extract heterogeneous features from radiometrically calibrated TerraSAR-X images and log ratio
images (i.e., difference images (DIs) in dB scale). In addition, the attention-guided cross-layer addition
(ACLA) blocks are used to precisely locate the features of changed areas with the transformer-based
attention mechanism, and the global attention mechanism with the residual unit (GAM-RU) blocks is
introduced to enhance the representation learning capabilities and solve the problems of gradient
fading. The effectiveness of ADF-Net is verified using evaluation metrics. The results demonstrate
that ADF-Net generates better building change maps than other methods, including U-Net, FC-EF,
SNUNet-CD, A2Net, DMINet, USFFCNet, EATDer, and DRPNet. As a result, some building area
changes near metro line 8 in Shanghai have been accurately detected by ADF-Net. Furthermore,
the prediction results are consistent with the changes derived from high-resolution optical remote
sensing images.

Keywords: building change detection; TerraSAR-X; non-local filtering; improving neighborhood-
based ratio; deep learning

1. Introduction

With rapid urbanization, increased urban building changes caused by intensive human
activities are noteworthy problems many metropolitan areas face. Monitoring building
changes is of great importance for urban planners, as it can determine instability problems of
nearby public and private infrastructures. Rapid urbanization has increased underground
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space utilization to relieve traffic congestion. A growing number of excavation projects
passing through the upper part of metro tunnels can quickly destroy the initial stress
equilibrium state of the surrounding rock [1–4], especially in Shanghai, where metro
tunnels are buried in the soft soil layer [5]. Therefore, timely detection of urban building
changes is crucial for monitoring and ensuring ground stability of the surrounding areas of
metro lines.

Remote sensing (RS) technologies have widely been used for change detection (CD)
using satellite data with various temporal and spatial resolutions. In previous studies,
high-resolution optical RS images have mainly been utilized with rich spectral information,
clear textures, and regular geometric structures [6–8]. However, most previous studies
about automatically monitoring CD using high-resolution optical satellite images were
hampered by a) the limited data availability caused by the low temporal resolution and
cloud contamination and b) the high spectral variation, complicated imaging conditions,
and different viewing angles. These disadvantages have posed significant challenges in
CD studies with optical remote sensing images.

In recent years, CD using Synthetic Aperture Radar (SAR) images has become more and
more effective for identifying small-dense changes [9–11]. Compared with optical remote
sensing images, SAR images have unique advantages for CD. As an active remote sensing
system, SAR has all-weather, day–night imaging capability and permits synoptic views of
large areas. Meanwhile, a growing number of SAR images acquired by the new generation
SAR systems makes it possible to regularly detect building changes in a timely manner. As
the new generation of SAR, TerraSAR-X (TSX) has a high spatial resolution and operates
with an 11-day revisit time, and thus, it can image building changes with fast dynamics.

The procedure of traditional CD with SAR images is usually divided into the fol-
lowing steps: (1) preprocessing, which is mainly composed of radiometric calibration,
multi-looking processing, geocoding, clipping, and conversion to decibels; (2) denoising
and difference image (DI) generation; and (3) classification of difference images (DIs) into
changed pixels and unchanged pixels. Among these steps, the second step was necessary,
affecting the quality of speckle noise suppression. The common denoising methods, in-
cluding mean filter, median filter, and Gaussian filter, operate on a local area, which makes
it challenging to obtain comprehensive receptive field information. Considering that the
information extraction is not limited to a local patch, a non-local mean (NLM) algorithm
was also proposed, guaranteeing better denoising robustness than local filters [12]. It
exploits non-local self-similarity within images to compute the weight of search patches.
The classic DI generation methods include the subtraction operator [13] and the log ra-
tio (LR) operator [14,15]. The LR operator is more suitable than the subtraction method
since it can transform the multiplicative speckle noise into additive noise. However, these
pixel-based methods are poor in suppressing speckle noise. The mean ratio operator [16]
uses the mean of local neighborhood pixels to replace its center value to reduce the impact
of speckle noise. Gong et al. [17] proposed a neighborhood-based ratio (NR) method for
CD with SAR images, which employs heterogeneity of the local area to control the weight
of neighborhood information. In the DI classification step, unsupervised and supervised
methods are utilized to obtain changed and unchanged regions. In unsupervised methods,
thresholding approaches [15] and clustering approaches [18,19] are generally used when
the prior information is insufficient. In supervised methods, some traditional techniques
take full advantage of previous information to identify changed and unchanged classes,
such as support vector machine classification [20], maximum likelihood classification [21],
and neural net classification [22].

Deep learning algorithms have recently gained widespread attention in CD, and deep
learning models can extract high-level features and effectively reduce the speckle noise
of SAR images through the convolution kernels. Long et al. [23] first proposed a fully
convolutional network (FCN) for end-to-end semantics segmentation. The FCN used
different convolution and pooling layers to capture hierarchical features, and it significantly
improved the performance of semantic segmentation tasks. The FCN has been introduced
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to CD and achieved good results [24,25]. Inspired by the idea of FCN, U-Net was applied
to image segmentation and CD as feature extractors [26]. The encoder–decoder structure
of U-Net is conducive to multi-scale feature fusion and reducing the cost of computation.
In addition, the skip connection can connect fine-grained shallow features with coarse-
grained deep features for precise feature learning. Res-UNet, using identity mapping of
residual blocks based on U-Net, was proposed to avoid the gradient disappearance and
explosion caused by the deepening of the network, and it performs well in urban building
change detection (BCD) [9]. Zhou et al. [27] proposed U-Net++, composed of U-Nets
of varying depths, and improved the performance with the help of its nested structure
and re-design skip connections. Ding et al. [28] proposed a deeply supervised attention-
guided network for urban CD. The dual-branch end-to-end network combines multiple
different modules to extract more distinctive features. Considering the preservation of edge
details, Yang et al. [29] proposed an attention CD network based on Siamese architecture.
Its multi-branch structure has the advantage of aggregating similarities, differences, and
global information. Basavaraju et al. [30] proposed an encoder–decoder architecture for CD
tasks, using modified residual connections and the new spatial pyramid pooling module
to fuse multi-level semantic information. A multi-scale capsule network was proposed
to extract the discriminative information between unchanged and changed pixels [31],
and the designed adaptive fusion convolution works well in weakening the influence of
speckle noise. Chen et al. [32] proposed a Stockwell scattering network based on Stockwell
transform. It provides noise-resilient feature representation and achieves satisfactory
performance on CD. Given the strong neighborhood feature extraction ability of the graph
neural network (GNN), Wang et al. [33] proposed an end-to-end dynamic graph-level
neural network to utilize the local information of each neighborhood block and learn
change features at a graph level for SAR image CD.

Since most previous CD studies with SAR images are limited to simple scenarios
or open datasets, which only provide obvious texture information, the existing methods
may not be suitable for small-dense building detections with high-resolution SAR image
time series of urbanized areas around metro lines. A novel attention-guided dual-branch
fusion network (ADF-Net) is proposed for BCD around metro lines. It is applicable for
detecting the changes in buildings in complex scenarios, especially around Shanghai metro
line 8, connecting the urban and suburban areas. In the proposed framework, we exploit
dual-branch architecture to obtain more heterogeneous information using a time series of
high-resolution TSX images and DIs on different networks. The swin transformer block [34],
global attention mechanism with residual unit (GAM-RU) block, atrous spatial pyramid
pooling (ASPP) block [35], and attention-guided cross-layer addition (ACLA) block are
introduced into the ADF-Net model for extracting both global and local feature information,
then fusing the multi-scale information for detecting building changes more accurately
and removing the speckle noise more comprehensively. The contributions of this paper are
the following:

• This paper proposes ADF-Net, a novel attentional BCD network based on dual-branch
architecture. Parallel networks on both sides excavate change features from SAR
intensity images and DIs, respectively.

• Non-local means filtering (NLM) and an improved neighborhood-based ratio (INR)
are introduced to generate DIs, effectively reducing the speckle noise of SAR images.

• With the transformer-based attention mechanism, the ACLA block is designed to
enhance feature extraction and obtain the precise location of changed areas. The
GAM-RU block is proposed to apply the CNN-based attention mechanism to feature
maps and simultaneously avoid network degradation. The introduction of ASPP in
the auxiliary branch facilitates the extraction of multi-scale features, preserving the
detailed information while ignoring the speckle noise.

• The ADF-Net model is applied to detect small-dense building changes in the surround-
ing areas of metro line 8 in Shanghai.
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This paper is organized as follows: Section 2 illustrates the study area and datasets. In
Section 3, we introduce the architecture of ADF-Net and a series of blocks used for ADF-Net
in detail. The BCD results and comparison with other networks are shown in Section 4.
Section 5 presents the BCD results of surrounding areas of metro line 8 in Shanghai. The
findings and future works are concluded in Section 6.

2. Study Area and Datasets
2.1. Study Area

Shanghai is located in the east of China, on the southeastern estuary of the Yangtze
River Delta. It is one of the megacities in China, with a population of more than 24 million,
and has an urban metro system with the longest total length in the world by 2021. There
are 20 metro lines in operation with a total length of 831 km. Most metro lines are buried in
the soft clay layer, and thus are more vulnerable to ground deformation caused by adjacent
buildings or infrastructure constructions. The metro line 8 in Shanghai connects two sides
of the Huangpu River. It stretches across the Inner Ring Road and Outer Ring Expressway
of Shanghai, linking the urban and suburban areas. The surrounding areas of metro line 8
have been selected as the study area for performing BCD. The location of metro line 8 is
shown in Figure 1. It contains twenty-six underground and four elevated stations, totaling
37.5 km from south to north. Furthermore, since metro line 8 is surrounded by different
types of buildings (such as urban residences, commercial buildings, etc.), it provides BCD
in various complex scenarios to apply ADF-Net.

Figure 1. Metro line 8 is located in Shanghai; two descending TerraSAR-X passes are depicted in
purple and blue rectangles.
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2.2. SAR Images

This study used two descending coverages of twelve TSX images collected in StripMap
(SM) mode. Six images were acquired before the changes occurred, and the other six were
obtained after the changes. The coverage of TSX images is 50 × 30 km2, as shown in
Figure 1. The resolution of the SM mode image is about 3 m × 3 m (range × azimuth),
and the high-resolution TSX images can provide rich details and textures to achieve the
detection of small-dense building changes. Multi-looking is conducted to obtain TSX
intensity images with 6 m × 6 m resolution to reduce the influence of speckle noise. Other
preprocessing includes calibration, co-registration, geocoding, clipping, conversion to
decibels, and normalization to 0–255. Table 1 lists the acquisition date of TSX images used
in this study.

Table 1. The acquisition dates of TSX images used in BCD.

State TSX West Coverage TSX East Coverage

Pre-change

2019-06-19 2015-10-16

2019-08-24 2015-11-18

2019-10-29 2015-12-10

Post-change

2021-06-25 2021-06-03

2021-08-08 2021-07-28

2021-09-10 2021-09-21

The TSX images are divided into small, non-overlapping patches with a size of
256 × 256 pixels. A total of 493 samples are collected and then augmented to 2958 by
performing data augmentation (rotation with 90◦, 180◦ and 270◦, and flip vertically and
horizontally). Subsequently, the training, validation, and test samples are divided by the
ratio of 10:1:1. Thus, 2466 training samples are obtained for our training datasets. The vali-
dation datasets include 246 samples for recording the best training epoch and its parameter
weights. The test datasets include 246 samples for verifying the BCD accuracy. Each sample
includes three pre-change patches and three post-change patches. In addition, the ground
truths for training, validation, and test datasets are derived by conducting an improved
neighborhood-based ratio on TSX images captured before and after changes, followed by
applying a thresholding segmentation method to generate pseudo labels. Subsequently, the
quality of pseudo labels is manually enhanced based on Sentinel-2 and GaoFen-7 images.

2.3. Optical Remote Sensing Images

Sentinel-2 and GaoFen-7 images are used to verify the accuracy of BCD around metro
line 8. The Sentinel-2 image was acquired on 3 June 2019, with a spatial resolution of 10 m.
The GaoFen-7 image was acquired on 3 July 2021, with a spatial resolution of 2.6 m.

3. Methodology
3.1. Basic Architecture of ADF-Net

Unlike other BCD networks, ADF-Net is designed as a dual-branch end-to-end net-
work. The flowchart of the ADF-Net framework is shown in Figure 2. The dual-branch
network with the input of heterogeneous information is used to extract more distinctive
features. The main advantage of a dual-branch network is that it can learn features of
different input images by training two sub-networks simultaneously. In this study, the
features of time series TSX images are extracted by the main branch, using encoder–decoder
architecture to facilitate learning of the change information. The auxiliary branch extracts
features from DIs using a relatively simple network architecture with lower complexity.
Through the concatenation operation, the features from different networks are concatenated
and fed into the classifier part to enhance the generalization ability of ADF-Net.



Remote Sens. 2024, 16, 1070 6 of 21

Figure 2. The architecture of ADF-Net for BCD.

Using a deeply hierarchical attentional network (DHA-Net), the main branch extracts
multi-scale features from time series TSX images. The structure of DHA-Net is composed
of two parts. One is the encoder part. The input is initially entered into one convolutional
block consisting of one 3× 3 convolution, batch normalization, and nonlinearity in the form
of ReLu. Then, the output is subjected to three ACLA blocks, each followed by one strided
convolutional block to obtain the downsampling of feature maps. At the end of the encoder
part, there is one ACLA block for further extracting deep features. The convolutional blocks
of U-Net are substituted with ACLA blocks to locate changed areas precisely and assign
greater weight to the pixels of changed areas. Strided convolutions are also used instead
of pooling for better information retention. Another part is the decoder. The decoder
comprises three transpose convolutional blocks, each followed by one convolutional block
and one GAM-RU block. The GAM-RU blocks aim to put global attention weights on the
input features and remove the problem of vanishing and exploding gradients caused by
the deepening of the network. To combine the fine-grained shallow feature maps with the
coarse-grained deep feature maps, skip connections between the encoder and the decoder
are employed to obtain sufficient information.

The auxiliary branch is introduced to enrich diverse features, using a difference-based
multi-scale attention network (DMA-Net) to capture multi-scale difference features. Pixel-
wise mean operation is performed on pre-change and post-change time series TSX images,
respectively. Given that the speckle noise is an inherent problem of SAR images, their
results are processed sequentially by the NLM and INR algorithm to obtain the DIs and
improve the quality of DIs by achieving speckle denoising effectively. Then, the DIs are
added to a feature extraction network (FEN), which contains one convolutional block, one
GAM-RU block, and one ASPP block to extract features and fuse multi-scale features.

In the classifier part, a concatenation operation is applied to the results of DHA-Net
and DMA-Net. Then, the concatenated feature maps are input into one GAM-RU block
to optimize the network. Finally, a sequence of one 3 × 3 convolution and one sigmoid
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function is added at the end of ADF-Net to generate change maps. The structure parameters
of ADF-Net can be found in Table 2.

Table 2. The structure parameters of ADF-Net.

Stage Layer Output Shape

Pre-change images - 3 × 256 × 256

Post-change images - 3 × 256 × 256

Encoder-Stage1 Conv 36 × 256 × 256
ACLA block 36 × 256 × 256

Encoder-Stage2 Strided Conv 72 × 128 × 128
ACLA block 72 × 128 × 128

Encoder-Stage3 Strided Conv 144 × 64 × 64
ACLA block 144 × 64 × 64

Encoder-Stage4 Strided Conv 288 × 32 × 32
ACLA block 288 × 32 × 32

Decoder-Stage1

Transpose Conv 144 × 64 × 64
Concatenation 288 × 64 × 64

Conv 144 × 64 × 64
GAM-RU block 144 × 64 × 64

Decoder-Stage2

Transpose Conv 72 × 128 × 128
Concatenation 144 × 128 × 128

Conv 72 × 128 × 128
GAM-RU block 72 × 128 × 128

Decoder-Stage3

Transpose Conv 36 × 256 × 256
Concatenation 72 × 256 × 256

Conv 36 × 256 × 256
GAM-RU block 36 × 256 × 256

FEN
Conv 36 × 256 × 256

GAM-RU block 36 × 256 × 256
ASPP block 36 × 256 × 256

Classifier
Concatenation 72 × 256 × 256
GAM-RU block 72 × 256 × 256

Conv 1 × 256 × 256

3.2. Filtering-Based Difference Image Generation

This section illustrates the processing steps of the DI method. DIs are generated to
find a matrix representing the distance between two images. The matrix measuring change
information is also called the change discriminator. Before the generation of DIs, all SLC SAR
images have been pre-processed. The DI construction method consists of the NLM and INR
approach. NLM filtering is used to reduce the influence of speckle noise, and its smoothing
parameter can be well controlled to modulate the strength of the filtering operation. The log
ratio of couples of SAR intensity patches is calculated to generate the DIs.

3.2.1. Non-Local Mean Filtering

Neighborhood information of a pixel is usually extracted from a small patch, like the
common filtering methods. NLM algorithm, proposed by Buades, Coll and Morel [12], uses
a search window to fuse more pixel information. Every pixel in the image is calculated by
a weighted average of local neighborhood pixels. The weights characterize the similarity
between neighboring and reference patches.

NLM(x) =
1

∑ i∈Ωx w(i, x) ∑
i∈Ωx

w(i, x)I(i) (1)
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where Ωx represents the neighborhood of the search window of the pixel at position x;
∑ i∈Ωx w(i, x) is a normalizing parameter; w(i, x) is the similarity weights between patches
i and x; I(i) is the intensity value of the pixel at position i;

w(i, x) is calculated by

w(i, x) = exp

(
−
‖V(i)−V(x)‖2

2,α

h2

)
(2)

where ‖V(i)−V(x)‖2
2,α is the Gauss weighted Euclidean distance; V(i) and V(x) represent

the vectors of the local window at position i and x, respectively, and α is the standard
deviation of the Gaussian kernel; h is a smoothing parameter and controls the decay of the
weights. The larger h, the more obvious noise suppression.

3.2.2. Improved Neighborhood-Based Ratio

This study uses an INR approach to generate DIs. INR restructures the NR oper-
ator to exploit the heterogeneous information of local windows and is expected to re-
duce the influence of speckle noise better. The form of the INR operator is shown in the
following equation.

INR(x) = log
(

θ1 × I1(x) + (1− θ1)× u1(x) + C
θ2 × I2(x) + (1− θ2)× u2(x) + C

)
(3)

where INR(x) is the difference value of the pixel at position x on two images before and
after changes; I1(x) represents the pixel’s intensity value at position x on the image I1; I2(x)
represents the pixel’s intensity value at position x on the image I2; u1(x) is the mean of the
local window at position x on the image I1; u2(x) is the mean of the local window at position
x on the image I2. θ, shown as Equation (4), represents the heterogeneity measurement
of the neighborhood area Ωx. C is the constant for overcoming the instability, while the
denominator is close to zero.

θ =
σ(x)
β(x)

(4)

where σ(x) is the standard deviation of Ωx; β(x) is the mean of Ωx.

3.3. GAM-RU Block

Compared with some attention mechanisms, i.e., CA [36] and CBAM [37], the pro-
posed GAM-RU block incorporates the residual connection by connecting the input and
output features, better solving the problems of vanishing and exploding gradients in the
deep network. The output features are obtained by applying a global attention mechanism
to the input features. As shown in Figure 3, The GAM-RU block consists of three parts,
including spatial attention, channel attention, feature weighting, and residual connection.
In the first part, the input features F ∈ RC×W×H pass through one 3× 3 convolutional layer
for feature representations, then are processed through max pooling and average pooling
along the channel axis. The output features Fs

max and Fs
avg are concatenated to generate

efficient feature maps. Then, one 3 × 3 convolutional layer and a sigmoid function are used
to obtain the final spatial weight matrix Gs, as formulated in Equation (5). The processing
steps in the second part are the same as those in the first part, except for average-pooling
and max-pooling operations applied along the spatial dimension, as shown in Equation (6).
In the third part, the input features F are assigned the spatial attention weights and channel
attention weights, simultaneously, and then a skip connection is employed to connect the
output features and the input features F. The overall process can be summarized as follows:

Gs = σ
(

f 3×3([maxpool(F); avgpool(F)])
)
= σ

(
f 3×3([Fs

max; Fs
avg
]))

(5)
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Gc = σ
(

f 3×3([maxpool(F); avgpool(F)])
)
= σ

(
f 3×3([Fc

max; Fc
avg
]))

(6)

Fout = F× Gs × Gc + F (7)

Figure 3. The structure of the GAM-RU block.

3.4. ACLA Block

To preserve detailed information on changed areas, ACLA blocks are included to
assign accurate labels to each pixel through the attention mechanism. As shown in Figure 4,
the ACLA block is a dual-branch structure. Two convolutional blocks are applied in the
first branch for deep feature extraction. In the second branch, one convolutional block
is used as the shallow feature extractor, and then the swin transformer block is used to
provide better attention learning. Finally, the outputs of two branches are added to achieve
accurate detection by enriching the diversity of features.

Figure 4. The structure of the ACLA block.

The core of ACLA blocks is to use a swin transformer. The transformer was first
proposed for machine translation tasks and has achieved desirable results [38], but its global
self-attention computation is generally unaffordable for the normal image size. Therefore,
Liu et al. [34] proposed a swin transformer based on the shifted windows strategy, which
improves computation efficiency by limiting global self-attention to non-overlapping local
windows while allowing for crossing boundaries of the previous windows. The design
element of the swin transformer is to divide the image into several patches, and each patch
performs the transformer operation. For a local patch feature X ∈ RH×W×C, query Q,
key K and value V are calculated by three different learnable weight matrices W ∈ RC×C

shared across different patches, respectively. The self-attention operation trains feature by
weighting V using the attention scores. The attention mechanism is defined as:

Attention(Q, K, V) = So f tmax
(

QKT
√

dk
+ B

)
V (8)
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where dk is the dimension of keys, and B is the learnable relative positional encoding. The
multi-head self-attention (MSA) is obtained by performing the attention function for h
times and concatenating the results, in which h is set as 3 in this study (reference to most
articles). As illustrated in Figure 5, the first swin transformer block consists of a window-
based multi-head self-attention module (W-MSA), followed by two fully connected layers
with the GELU non-linearity module. The LayerNorm (LN) layer is added before both
MSA and MLP, and the residual connection is used for both modules. The next swin
transformer block applies shifted window-based multi-head self-attention (SW-MSA) for
better information interaction.

Figure 5. The illustration of connections of two successive swin transformer blocks.

In this work, we employ two successive swin transformer blocks for forward propa-
gation, both regular and shifted windows used to enable cross-window connections. The
learning process of swin transformer blocks can be expressed as:

ẑl = W−MSA
(

LN
(

zl−1
))

+ zl−1 (9)

zl = MLP
(

LN
(

ẑl
))

+ ẑl (10)

ẑl+1 = W−MSA
(

LN
(

zl
))

+ zl (11)

zl+1 = MLP
(

LN
(

ẑl+1
))

+ ẑl+1 (12)

where ẑl represents the output of the W-MSA; zl represents the output of the MLP; l denotes
the lth swin transformer block.

3.5. ASPP Block

The ASPP block employs multiple atrous convolutions with different dilation rates
in parallel and resamples contextual information at different scales, which effectively
suppresses the speckle noise of SAR images. The structure of the ASPP block is shown
in Figure 6. Notably, atrous convolutions can expand the receptive field and maintain
dimensional size.

In this work, ASPP performs four 3 × 3 convolutions with a dilation rate set (2, 4, 6, 8)
on the previous feature maps. The BatchNorm2d and Relu operations are added after the
convolution operation. Then, the fusion features obtained by channel-wise addition are
subjected to one convolutional block to fuse multi-scale contextual information further.
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Figure 6. The structure of the ASPP block.

3.6. Implementation Details

The training environment of the proposed ADF-Net model implemented in Python
using PyTorch framework is Windows 10 with NVIDIA RTX A5500 GPU and 24 GB memory.
The model is trained for 100 epochs with a batch size of 8, and the learning rate of the Adam
optimizer is set to 0.001 and multiplied by 80% after ten epochs. We adopted the combined
loss function of binary cross-entropy LBCE and Dice LDice to guide the network to learn
from complex scenes and obtain reliable estimation results. The joint loss is expressed as:

LBCE = − 1
N

N

∑
i=1

[yilog(pi) + (1− yi)log(1− pi)] (13)

LDice = 1− 2∑N
i=1 yi pi

∑N
i=1 yi + ∑N

i=1 pi
(14)

L = LBCE + Ldice (15)

where N is the number of pixels, pi represents the predicted category probability distribu-
tion of pixel at position i, and yi represents the true category probability distribution of
pixel at position i.

3.7. Performance Assessment

The performance evaluation of the proposed ADF-Net is critical to validate its effec-
tiveness, as both visual interpretation and quantitative analyses are made in this study.
In the visual interpretation, pre-change Sentinel-2 and post-change GaoFen-7 images are
compared with generated binary change maps. For quantitative analyses, five evaluation
metrics are utilized for the network model: accuracy, precision, recall, F1, and Kappa. In
BCD tasks, the higher precision and recall lead to fewer false detections and omission of the
changed pixels, respectively. The F1 offers a balanced assessment between precision and re-
call, representing the comprehensive effect of noise removal and detail preservation. The Q
is an intermediate value in the calculation process, introduced to facilitate the computation
of Kappa. Kappa measures the agreement between the predicted and actual classifications.
Accuracy measures the proportion of correctly classified pixels among all pixels. These
metrics, based on four items of true positive (TP), true negative (TN), false positive (FP),
and false negative (FN), are calculated as follows:

Accuracy =
TP + TN

TP + FP + TN + FN
(16)
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Precision =
TP

TP + FP
(17)

Recall =
TP

TP + FN
(18)

F1 =
2 ∗ Precision ∗ Recall

Precision ∗ Recall
(19)

Q =
(TP + FN)(TP + FP) + (TN + FN)(TN + FP)

TP + TN + FP + FN
(20)

Kappa =
TP + TN−Q

TP + TN + FP + FN−Q
(21)

where TP represents the number of positive samples classified to the correct classification,
TN represents the number of negative samples classified to the correct classification, FP
represents the number of negative samples classified to the wrong classification, and FN
represents the number of positive samples classified to the wrong classification.

4. Urban BCD Performance of ADF-Net
4.1. Results of the Proposed DI Generation

Figure 7 presents the results of DI generation. Figure 7a,b are derived by performing
the mean operation on pre-change and post-change TSX image time series. Due to the
presence of speckle noise in image t1 and image t2, the NLM operation is performed to
reduce the influence of speckle noise, as shown in Figure 7d,e. The h parameter of NLM is
set as 25, based on multiple attempts for better trade-offs between denoising and retention
of detailed information. Then, we utilize the INR method to generate the DIs, as shown
in Figure 7f, and the C parameter of INR is set as 10. The changed areas and unchanged
backgrounds can be easily distinguished from the DIs (see the red ellipses). Thus, the DIs
are important features that can be used as inputs of the ADF-Net for precisely locating the
changes in urban buildings.

Figure 7. The illustration of DI generation. (a) Image t1; (b) image t2; (c) ground truth; (d) de-noising
image t1; (e) de-nosing image t2; (f) DI.
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4.2. Performance Assessment of ADF-Net

To evaluate the performance of ADF-Net on BCD, experiments are conducted on test
datasets that focus on the changes in small-dense buildings. The performance of ADF-
Net is compared with several state-of-the-art (SOTA) methods, including the U-Net [26],
FC-EF [23], SNUNet-CD [39], A2Net [40], DMINet [41], USFFCNet [42], EATDer [43], and
DRPNet [44], using evaluation metrics accuracy. The experimental settings are the same to
assess the performance to eliminate the potential differences.

(1) Quantitative results

To quantitatively analyze the results, Table 3 lists the evaluation values of different
methods, where the best values are in bold. The proposed ADF-Net achieves the best
performance in precision (92.78%), recall (93.88%), F1 (93.10%), Kappa (93.02%), and
accuracy (99.84%) of all the methods. USFFCNet shows the second-ranked performance
in all methods, with F1 reaching 86.30%. Compared with USFFCNet, HSPA-Net yields
an improvement of 5.29% and 7.69% for precision and recall. It denotes that ADF-Net
achieves better trade-offs between denoising and retention capacity of the details. In
addition, the improvements achieved by ADF-Net in F1 are 6.96% (over U-Net), 6.38%
(over FC-EF), 20.77% (over SNUNet-CD), 44.27% (over A2Net), 16.14% (over DMINet),
6.80% (over USFFCNet), 14.18% (over EATDer), and 12.94 (over DRPNet). The observations
demonstrate the effectiveness of ADF-Net. Two main reasons for the positive results are
concluded. First, both transfomer-based and CNN-based attention mechanisms are adopted
in ADF-Net, which is beneficial for extracting the local and global features of high-resolution
SAR images, and the GAM-RU with a residual block enables more effective training of
deeper architectures. Second, the auxiliary branch can fully utilize the information of DIs,
enhancing the network’s performance on BCD tasks.

(2) Visual results

The visualization comparisons of different methods are illustrated in Figure 8. ADF-Net
exhibits the best visual performance, with fewer missing/false detections. Some missing
detections exist in the results of the compared methods (see the green boxes in Figure 8),
leading to some difficulties in detecting detailed changes, whereas the proposed ADF-Net
obtains the best visual performance and shows high consistency with ground truths. In
addition, many pixels are detected incorrectly in the results of U-Net, FC-EF, DMINet,
USFFCNet, EATDer, and DRPNet (see the red boxes in Figure 8). At the same time, the
proposed model can effectively handle the pseudo changes resulting from speckle noise.
Overall, ADF-Net obtains more fine-grained detections and less salt-and-pepper noise.

(3) Model Complexity

The complexity of a model can be evaluated by calculating the number of network
parameters and the FLOPs. These values for the proposed ADF-Net and the benchmark
methods are presented in Table 3. The ADF-Net requires the third largest number of
parameters (7.02 M), which is about the same as those of U-Net and EATDer. This is due to
the dual-branch structure, which results in many parameters being trained. In addition,
the FLOPs represent the time complexity. The cost of computation of ADF-Net is the
second largest among all models. This is because the transformer-based attention block
is introduced into our model, and it needs more time to learn to assign attention weights
to different positions in the input sequence. Fortunately, owing to the unique structure,
ADF-Net achieves the best BCD performance. This comparison shows that the ADF-Net
improves detection accuracy by sacrificing an acceptable range of time efficiency.
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Figure 8. Visualization of urban BCD maps derived with test dataset.

Table 3. Comparison of urban BCD results obtained by different methods.

Model Precision Recall F1 Kappa Accuracy Params (M) FLOPs (G)

U-Net 0.8814 0.8489 0.8614 0.8597 0.9966 7.65 11.93
FC-EF 0.8849 0.8586 0.8672 0.8656 0.9967 1.05 1.88

SUNNet 0.8986 0.6426 0.7233 0.7208 0.9941 11.47 51.05
A2Net 0.8212 0.3816 0.4883 0.4849 0.9905 3.60 2.83

DMINet 0.8274 0.7311 0.7696 0.7669 0.9946 5.95 13.48
USFFCNet 0.8749 0.8619 0.8630 0.8614 0.9969 1.44 4.52

EATDer 0.8310 0.7642 0.7892 0.7866 0.9948 6.29 21.84
DRPNet 0.8220 0.7904 0.8016 0.7991 0.9950 1.61 25.24
ADF-Net 0.9278 0.9388 0.9310 0.9302 0.9984 7.02 45.37

4.3. Ablation Study

This section studies each part of ADF-Net from the following four aspects. First, the
effectiveness of ACLA is discussed. Then, the contributions of the proposed GAM-RU block
will be studied, and it will be compared with other blocks, such as CA and CBAM. Next,
we investigate if the auxiliary branch helps BCD or not. Finally, the different loss functions
are compared for the best detection performance. In addition, experimental settings and
parameters are set the same according to the contents mentioned in Section 3.6.
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(1) Effectiveness of ACLA

The ACLA blocks aim to allow the model to maintain global awareness while focusing
more on local regions by introducing the swin transformer. It can preserve the details and
efficiently filter the speckle noise of SAR images. To verify its effectiveness, the experiment
results are reported in Table 4 (#1 and #2) and demonstrate that the addition of ACLA blocks
increases by 0.31% in precision, 0.74% in recall, and 0.52% in F1. Figure 9a illustrates the
increasing F1 against the epochs. We can observe that ADF-Net enjoys a more stable curve
on the validation set than when it does not use ALCA blocks. In addition, the mean and
standard deviation (SD) of F1 are obtained for batches 10–100. ADF-Net apparently gains a
higher mean and lower SD of F1, demonstrating a better generalization performance.

(2) Effectiveness of GAM-RU

The GAM-RU blocks are designed to implement the global attention mechanism for
features, including channel and spatial parts. To mitigate the vanishing gradient problem,
the GAM-RU blocks involve a shortcut connection that allows the input to bypass more
layers and be directly added to the output. Specifically, with the help of the GAM-RU
blocks, our model achieves some improvement compared with those of the absence of
GAM-RU, with a gain of 0.18%, 0.34%, and 0.32% for precision, recall, and F1 (#1 and # 3
in Table 4). Moreover, the GAM-RU blocks have better detection performance than the
other attention mechanisms. Figure 9b shows that introducing GAM-RU blocks achieves
faster convergence and a more stable curve when training epochs increase, which obtained
the highest mean and lowest SD in all comparisons, suggesting the great learning and
generalization ability of GAM-RU blocks.

(3) Effectiveness of Auxiliary Branch

The auxiliary branch assists in the effective propagation of gradients by introducing
the DIs. DIs represent weight features, assigning higher weights to regions with significant
changes and suppressing unchanged areas. As shown in Table 4 (#1 and # 6), adding an
auxiliary branch significantly improves the precision by 4.64%, the recall by 6.58%, and
the F1 by 5.73%, respectively, further enhancing the feature extraction capabilities. In
addition, our model exhibits a more stable curve than that of not using an auxiliary branch,
as illustrated in Figure 9c.

(4) Discussion on the Loss Function

In this study, we employ a hybrid loss, which combines the BCE loss and Dice loss
for ADF-Net training. Comparative experiments are conducted to explore the influence
of different loss functions. As seen in Table 4, ADF-Net with BCE loss performs better
than that with Dice loss, but The SD of F1 with Dice loss is lower than that with BCE loss,
indicating the stability of the network. Therefore, we adopt the hybrid of the Dice loss and
BCE loss as the model training loss. It exhibits the best detection performance based on the
stronger guiding capability of parameter updates.

Table 4. Comparison of ablation experiments on BCD results.

No. Variants Precision Recall F1 Kappa Accuracy F1 Mean F1 SD

#1 ADF-Net 0.9278 0.9388 0.9310 0.9302 0.9984 0.9207 0.0057

(a) Attention-Guided Cross-Layer Addition (ACLA)

#2 w/o ACLA 0.9247 0.9314 0.9258 0.9249 0.9983 0.9178 0.0086

(b) Global Attention Mechanism with Residual Unit (GAM-RU)

#3 w/o
GAM-RU 0.9260 0.9354 0.9278 0.9270 0.9983 0.9179 0.0098

#4 w/CA 0.9274 0.9301 0.9256 0.9247 0.9982 0.9148 0.0145
#5 w/CBAM 0.9266 0.9322 0.9267 0.9258 0.9983 0.9172 0.0101
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Table 4. Cont.

No. Variants Precision Recall F1 Kappa Accuracy F1 Mean F1 SD

(c) Auxiliary Branch (AB)

#6 w/o AB 0.8814 0.8730 0.8737 0.8720 0.9969 0.8653 0.0079

(d) Loss Functions

#7 BCE 0.9246 0.9351 0.9272 0.9264 0.9983 0.9169 0.014
#8 Dice 0.9257 0.9285 0.9240 0.9231 0.9982 0.9152 0.010

Figure 9. F1 variations against the increasing training epoch. (a) Validation F1 of ADF-Net with
and without ACLA. (b) Validation F1 of ADF-Net with different CNN-based attention mechanisms.
(c) Validation F1 of ADF-Net with and without auxiliary branch. (d) Validation F1 of ADF-Net with
different loss functions.

5. BCD Results of Metro Line 8 in Shanghai Using TSX Images and ADF-Net

To investigate the applicability of the proposed ADF-Net method, verified by com-
paring different methods. The surrounding areas of Shanghai metro line 8 are selected as
the study area to verify the proposed ADF-Net, because it is located in a place with many
high-rise buildings that provides complex scenarios to detect small-dense building changes.
The input data are six pre-processed TSX image patches, completely covering the area of
metro line 8. In addition, the qualitative analysis uses the pre-change Sentinel-2 image and
the post-change GaoFen-7 image to validate the BCD results.
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This section selects a buffer of one kilometer centered on metro line 8 to perform BCD.
The results show that, in general, many places are detected as changed areas from June
2019 to September 2021, and nine main changed zones (A–I) are displayed in yellow boxes
(see Figure 10). Figure 11 show the enlarged nine changed zones and building changes
highlighted with green boxes to better demonstrate the building changes.

Figure 10. Urban BCD results derived by the ADF-Net model for metro line 8 in Shanghai.

The results of BCD in zones A–I imply that small-dense buildings can be successfully
identified using the ADF-Net method. For SAR image BCD, reducing the influence of
speckle noise is vital. The urban BCD maps with little interference from speckle noise
exhibit good results. It demonstrates that the ADF-Net model can efficiently and accurately
detect building changes despite complex scenarios.
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Figure 11. Urban BCD results of zones (A–I) from June 2019 to September 2021. The enlarged (A–I)
zones used to better demonstrate the building changes.

6. Conclusions

This paper proposes a novel ADF-Net model using high-resolution TSX image time
series for urban BCD. ADF-Net can efficiently suppress the speckle noise and enhance
the feature representations of changed areas by combining the main branch and auxiliary
branch networks. In the main branch, DHA-Net, ACLA blocks are utilized to obtain more
detailed information. The transformer-based attention mechanism is superior in giving
high weight to important pixels and suppressing the background pixels. The GAM-RU
block with residual connection works well in the extraction of the deep features and avoids
gradient fading. It enables the network to selectively attend to crucial channels and spatial
locations, thereby improving feature discriminability. To obtain more valuable features, the
auxiliary branch DMA-Net is introduced to extract the features of DIs. The NLR and INR
algorithms are applied to improve the quality of DIs by suppressing the speckle noise of
TSX images, and the ASPP block is utilized to realize the extraction and fusion of multi-scale
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features. In addition, the dual-branch structure enables ADF-Net to fuse heterogeneous
information for BCD efficiently.

By applying ADF-Net to detect building changes in Shanghai, ADF-Net exhibits the
best performance, generates the best building change maps, and achieves the best trade-offs
between denoising and retention details compared with some SOTA methods. Ablation
experiments show that introducing ACLA, GAM-RU blocks, and the auxiliary branch
is essential since it can significantly improve the model performance and achieve better
convergence. In addition, the BCD results of the surrounding area of metro line 8 in
Shanghai demonstrate the effectiveness of the ADF-Net model and the capability to detect
building changes in complex scenarios. Nine detected changed zones are consistent with
the changes derived from high-resolution optical remote sensing images. In the future,
coherent information on time series TSX images and spectral information on optical remote
sensing images could be combined to improve BCD performance further.
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