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Abstract: As the number and variety of remote sensing satellites continue to grow, user demands
are becoming increasingly complex and diverse. Concurrently, there is an escalating requirement
for timeliness in satellite observations, thereby augmenting the complexity of task processing and
resource allocation. In response to these challenges, this paper proposes an innovative method for
dynamic task planning in multi-source remote sensing satellite cooperative observations tailored to
complex scenarios. In the task processing phase, this study develops a preprocessing model suitable
for various types of targets, enabling the decomposition of complex scenes into multiple point targets
for independent satellite observation, thereby reducing the complexity of the problem. In the resource
allocation phase, a dynamic task planning algorithm for multi-satellite cooperative observation is
designed to achieve dynamic and optimized scheduling of the processed point targets, catering to the
needs of multi-source remote sensing satellites. Empirical validation demonstrated that this method
effectively implements dynamic adjustment plans for point targets, comprehensively optimizing
the number of observation targets, computation time, task priority, and satellite resource utilization,
significantly enhancing the dynamic observation efficiency of remote sensing satellites.

Keywords: multi-satellite coordination; multi-target observation; dynamic task planning;
task decomposition

1. Introduction

In recent years, there has been a significant surge in both the number and variety of
remote sensing satellites, which has led to their widespread utilization across a multitude
of fields [1]. The synergy achieved through the cooperative observation capabilities of these
multiple remote sensing satellites has facilitated rapid global revisits, effectively catering
to the requirements of a wide array of complex observational tasks [2]. Nonetheless, the
increasing diversity of satellite resources, coupled with the growing complexity of task
demands and the escalated expectations for promptness in mass service delivery, have
concurrently amplified the complexities involved in task analysis and satellite resource
management. This escalation in complexity presents notable challenges in delivering real-
time and efficient responses to the dynamic evolving service demands associated with
diverse task types.

Satellite mission planning is a vital method for the optimal allocation of satellite re-
sources to meet mission demands. Extensive research on this topic has been conducted by
scholars both domestically and internationally. Through the analysis of various constraints
in Earth observation satellites, including satellite resources, observational tasks, and space
environment factors, a diverse range of mission planning models has been developed.
These models include constraint satisfaction models, mathematical planning models, and
graph theory-based models [3–6]. In terms of model solving approaches, a suite of al-
gorithms has been established, encompassing deterministic algorithms such as branch
and bound and integer programming, as well as heuristic algorithms such as tabu search,
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simulated annealing, and mosquito swarm algorithms [7–11]. These methods are effective
at addressing both single satellite mission planning and multi-satellite collaborative task
planning issues [12–15]. Current research on single and multi-satellite observation mission
planning has culminated in a relatively mature set of methodologies.

However, a deeper analysis of the earth observation service process of remote sensing
satellites reveals that existing methods still have limitations in terms of integrated optimiza-
tion scheduling for various complex target types. For example, when a user submits an
earthquake disaster task, they need to obtain data from the entire range of the affected area
to gain an overall understanding of the disaster situation, as well as real-time monitoring
data from the affected area to understand the disaster changes in the affected area. At
the same time, they also need to obtain optical and SAR images of the affected area to
conduct a more comprehensive analysis of the affected area through multi-source data
fusion. Therefore, when scheduling resources for such tasks, we need to consider not only
the use of multiple satellites with the same attributes to concatenate and observe the area,
but also using multiple satellites to periodically observe the area at similar times. Moreover,
we also need to consider using satellites with different types of sensors to observe the
area. These requirements have created multiple one-to-many relationships between the
task and satellite resources, increasing the complexity of the problem. When different users
simultaneously propose multiple complex scene objectives, the difficulty of the problem
will further increase.

With the continuous increase in the number and quality of satellite resources, the com-
plexity of user demands and the timeliness requirements for remote sensing information
services are also steadily increasing. Therefore, there is an urgent need for an integrated and
comprehensive analysis of different types of complex targets, coupled with the inclusion
of dynamic planning capabilities in the mission planning phase, to fulfill the demand for
efficient and dynamic observation.

Considering the inherent challenges in complex scenarios, this paper introduces an
innovative method for dynamic task planning in multi-source remote sensing satellite
cooperative observation. During the task processing phase, a preprocessing model suitable
for various types of complex tasks is constructed, effectively decomposing four observation
modes. This decomposition simplifies the problem and enhances the efficiency of data
collection while avoiding resource conflicts, interference, and waste. In terms of resource
scheduling, we have developed a dynamic planning method for decomposed point targets,
optimizing the coordination of user objectives and achieving an integrated optimization
of the number of observation targets, computation time, and task priority. This method,
through service mode decomposition and multi-satellite cooperative observation task
planning, effectively addresses complex scenarios. This approach is applicable to a variety
of intricate environments, optimizes the allocation of space and ground resources, and
provides technical support for intelligent remote sensing satellite observations.

2. Materials and Methods
2.1. Method Framework Design

The architecture for dynamic task planning in multi-source satellite cooperative ob-
servation targeting complex tasks is presented in Figure 1. The architecture is designed
to effectively manage and coordinate the observation efforts of multiple satellites. This
architecture is tailored to address the intricacies and challenges of complex observational
tasks. It involves two key stages: task processing and resource allocation.

In the task processing stage, complex scenarios are analyzed in detail to understand
their patterns and intricacies. This detailed analysis leads to the decomposition of complex
tasks into multiple point targets. These point targets are structured such that they can
be observed individually by satellites in a single pass. This breakdown simplifies the
observation process and makes it more manageable.
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Figure 1. Architecture for dynamic task planning in multi-source satellite cooperative observation
targeting complex tasks.

In the resource allocation stage, a universal task planning model and its corresponding
solving algorithm are first established, followed by the development of a planning scheme
merging model and its solving algorithm. These models and algorithms are utilized for
detailed task planning of the decomposed point targets. When confronted with dynamically
changing targets, the same models and algorithms are applied to compute and formulate
a task planning scheme for the newly added point targets. Subsequently, the existing
planning scheme for unobserved original targets at the current time is merged with the
plan for the newly added targets. This process includes the exclusion of targets that present
scheduling conflicts with based on task priority, thereby forming an updated observational
plan for the targets.

2.2. Task Preprocessing Method

Remote sensing satellite information services integrate processes such as task decompo-
sition, planning, data processing, and terminal distribution. The observation requirements
and processing procedures vary for different types of targets. To achieve unified optimiza-
tion and scheduling for various target types, based on the category of tasks and observation
requirements, we categorize remote sensing satellite observation modes into four types:
multisource remote sensing satellite cooperative observation mode, regional stitching ob-
servation mode, moving target tracking observation mode, and periodic target observation
mode. The application scenarios of each observation mode are shown in Figure 2.
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The specific definitions of each observation mode are as follows:

• Multi-source satellite cooperative observation mode

This mode is primarily aimed at targets in the same area with diverse types of payload
observation requirements. Multiple remote sensing satellites equipped with different types
of payloads collaboratively observe the area, providing basic data for multisource remote
sensing image fusion processing of the target.

• Regional stitching cooperative observation mode

This mode is used mainly for large-area targets that cannot be fully captured in a
single satellite pass. Multiple remote sensing satellites with similar payloads are needed to
collaboratively observe the target area, shortening the coverage cycle and increasing the
target coverage rate.

• Moving target tracking cooperative observation mode

This mode is used primarily for aerial/ground moving targets. It involves predicting
the possible range of the moving target and using multiple remote sensing satellites with
the same attributes for relay observation of the target, achieving tracking and analysis of
the moving target.

• Periodic target cooperative observation mode

This mode is used mainly for targets in the same area for which long-term or periodic
observations are needed. Multiple remote sensing satellites with the same attributes
continuously observe the target to acquire time-series image data within the same scene,
realizing change perception analysis of periodic targets.

When users submit complex task requirements, we first classify the tasks into one
or more of the above observation modes. Then, we apply the decomposition methods of
the corresponding observation modes to process the tasks, breaking down complex tasks
into multiple point targets that can be completely observed by a single satellite pass, thus
providing fundamental support for subsequent optimized scheduling.

The task processing methods for the four observation modes are as follows:

(1) Task decomposition for the multi-source remote sensing satellite cooperative
observation mode

The mode primarily involves multiple remote sensing satellites with different types of
payloads observing the same target. Our approach to these targets involves decomposing
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the sensor requirements of the target into several targets with only a single payload require-
ment. As shown in Figure 3, we first decompose a complex task into multiple sub-tasks
with the same observation area and time range but different payload requirements. Then,
we add specific task description conditions for each sub-task according to the type of
payload, such as considering the solar elevation angle for visible light observation tasks, to
complete the task decomposition.
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Figure 3. Task decomposition solution for the multi-source remote sensing satellite cooperative
observation mode.

(2) Task decomposition for the regional stitching cooperative observation mode

This mode primarily involves multiple remote sensing satellites with the same at-
tributes performing stitching observation of the same area in different observation strips.
For such targets, our approach involves decomposition of the regional scope of the target
into several point targets that can be completely covered in a single pass by a single satellite.
As shown in Figure 4, we first decompose a large-area target into multiple sub-tasks with
the same observation time ranges and spatial resolution requirements but different geo-
graphical locations that can be fully covered by a single satellite pass. Then, we add other
task description information for each sub-task according to the payload type to complete
the task decomposition.
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(3) Task decomposition for the moving target tracking cooperative observation mode

This mode primarily involves multiple remote sensing satellites with the same at-
tributes performing relay observations of moving targets. For these targets, our approach
involves decomposing the observation time and range of the target based on prior in-
formation (such as the initial position, speed, and direction of the moving target) and
continuously predicting the possible area where the moving target might appear. As shown
in Figure 5, we first predict the movement range of the target within future period 1 based
on prior information, designating period 1 as the observation time range and forming the
observation sub-task for period 1. Then, based on the payload type for target observation,
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we add task description conditions to form independent observation tasks. Subsequently,
satellite resources are utilized for task planning, data acquisition, and processing of the
observation sub-task for period 1, extracting information such as the position and attitude
of the moving target, and solving for the target’s position, speed, and direction combined
with prior information. Based on the observation results of period 1, we predict the move-
ment range of the moving target within future period 2, forming the observation sub-task
for period 2. The process involves continuously updating predictions based on observation
results, forming a chain of consecutive observation tasks.

Remote Sens. 2024, 16, 657 6 of 21 
 

 

observation sub-task for period 1. Then, based on the payload type for target observation, 
we add task description conditions to form independent observation tasks. Subsequently, 
satellite resources are utilized for task planning, data acquisition, and processing of the 
observation sub-task for period 1, extracting information such as the position and attitude 
of the moving target, and solving for the target’s position, speed, and direction combined 
with prior information. Based on the observation results of period 1, we predict the move-
ment range of the moving target within future period 2, forming the observation sub-task 
for period 2. The process involves continuously updating predictions based on observa-
tion results, forming a chain of consecutive observation tasks. 

 
Figure 5. Task decomposition solution for the moving target tracking cooperative observation mode. 

(4) Task decomposition for periodic target cooperative observation mode 
The mode primarily involves the use of multiple remote sensing satellites possessing 

homogeneous attributes to conduct prolonged or cyclic monitoring of fixed scenes. In ad-
dressing such targets, our methodology entails the segmentation of the target’s observa-
tion timeframe, thereby decomposing it into multiple point targets, each capable of being 
comprehensively observed in a single pass by an individual satellite. The detailed proce-
dural flowchart is shown in Figure 6. Initially, based on the requirements of the observa-
tion time intervals, targets within a fixed scene are dissected into several sub-tasks, each 
characterized by distinct observation time spans. Subsequently, for each sub-task, supple-
mentary task descriptive information is appended in accordance with the type of payload, 
thus culminating in the fragmentation of the task. 

 
Figure 6. Task decomposition solution for the moving target tracking cooperative observation mode. 

  

Figure 5. Task decomposition solution for the moving target tracking cooperative observation mode.

(4) Task decomposition for periodic target cooperative observation mode

The mode primarily involves the use of multiple remote sensing satellites possessing
homogeneous attributes to conduct prolonged or cyclic monitoring of fixed scenes. In
addressing such targets, our methodology entails the segmentation of the target’s obser-
vation timeframe, thereby decomposing it into multiple point targets, each capable of
being comprehensively observed in a single pass by an individual satellite. The detailed
procedural flowchart is shown in Figure 6. Initially, based on the requirements of the
observation time intervals, targets within a fixed scene are dissected into several sub-tasks,
each characterized by distinct observation time spans. Subsequently, for each sub-task,
supplementary task descriptive information is appended in accordance with the type of
payload, thus culminating in the fragmentation of the task.
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2.3. Resource Allocation Method

Following the preprocessing of complex observation tasks, data are decomposed
into multiple point targets, each of which can be observed by a single satellite during a
single pass. Given the diverse demands of these point targets on satellite resources, we
are faced with the challenge of optimizing resource allocation among numerous targets
and satellites. Moreover, due to the ever-changing user requirements and the increasing
demand for timeliness in remote sensing information services, traditional ground-based
centralized task planning methods are no longer sufficient to meet the needs of high-
timeliness observations. Therefore, this paper proposes a dynamic task planning method
for multi-satellite cooperative observation. This method not only addresses the resource
optimization scheduling issues between multiple satellites and targets but also allows for
timely updates to the planning schemes for newly added user targets.

The primary concept of the multi-satellite cooperative observation dynamic task
planning method proposed in this paper is as follows: First, we propose a generalized
multi-satellite cooperative observation task planning method and a method for merging
planning schemes. When users submit task requirements, the generalized task planning
method is used to calculate the planning scheme for the current target. When new user
requirements arise, the same method is employed to calculate the planning scheme for the
additional targets. Subsequently, through the scheme merging method, the newly added
task planning scheme is integrated with the original unexecuted planning schemes. During
this process, we rely on set constraints and objective functions to eliminate tasks with
time conflicts, thus achieving dynamic adjustment of the planning scheme. This method
independently plans for newly added tasks, avoids redundant planning calculations for
existing tasks, and improves the computational efficiency of dynamic task planning in orbit
under limited satellite resources.

2.3.1. Generalized Multi-Satellite Cooperative Observation Task Planning Method

The primary objective of satellite task planning is to optimize the configuration of
targets and satellite resources. As multiple remote sensing satellites with similar attributes
may have effective observation windows for the same point target, and a single satellite at
different yaw angles may also have effective windows for various point targets, these issues
lead to a complex many-to-many relationships between satellites and targets. To enhance
the efficiency of task planning and reduce the waste of satellite resources, we propose a
generalized method for multi-satellite cooperative observation task planning. By setting
specific constraints and objective functions, the method provides a detailed description
of the problem, ensuring that the planning scheme meets the requirements of satellites,
targets, and the environment.

The constraints adopted in this paper include the following:

(1) Time window constraint

To obtain data for a target, it is imperative to ensure that a satellite has a visible time
window for that target. Due to the limitations of observation time and satellite swath width,
not all tasks involve effective time windows; hence, we set this constraint to exclude targets
without effective windows. The time window constraint is defined as the necessity for
a target to have an effective time window, meaning that the set of time windows for the
target cannot be empty (Equation (1)).

∀ 1 ≤ i ≤ ∑k
l=1 NTl , 1 ≤ j ≤ m, TWij ̸= ∅ (1)

where k is the number of user target uploads. ∑k
l=1 NTl is the total number of user targets

uploaded for the k-th time. i is the serial number of the user target. m is the number of
satellite resources. TWijk is the time window for the j-th satellite to reach the i-th target.

(2) Observation time constraint
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When users submit observation requirements, they often have specific demands
regarding the observation time. Considering the varying visible time windows of satellites
for targets at different times, we set an observation time constraint to ensure that the final
planning scheme meets these observation time requirements. Specifically, a task must be
planned after the user-required observation start time and before the observation end time.
That is, the start time of the task must be later than the prescribed observation start time
(Equation (2)), and the end time must be earlier than the prescribed observation end time
(Equation (3)).

∀ 1 ≤ j ≤ m, 1 ≤ l ≤ NTWk
j , stajk

l > START (2)

∀ 1 ≤ j ≤ m, 1 ≤ l ≤ NTWk
j , endjk

l < END (3)

where NTWk
j is the effective time window number of the j-th satellite to the k-th upload

target. stajk
l is the observation start time of the j-th satellite to the l-th effective time window

of the k-th upload target. START is the planned start time. endjk
l is the observation end

time of the j-th satellite to the l-th effective time window of the k-th upload target. END is
the planned end time.

(3) Satellite resource uniqueness constraint

This constraint pertains to limiting the number of targets observed by a satellite at the
same time. As satellites may observe different targets at the same time with varying yaw
angles, this could lead to conflicts in timing. Therefore, we established the satellite resource
uniqueness constraint, stipulating that a single satellite can observe only one target at any
given time. Specifically, the start time of the l-th target observed by the j-th satellite must be
later than the end time of the (l − 1)-th target observed by the j-th satellite (Equation (4)).

∀ 1 ≤ j ≤ m, 1 ≤ l ≤ NTWk
j , stajk

l > endjk
l−1 (4)

(4) Observation target uniqueness constraint

Given that complex targets are decomposed into multiple point targets during the
task processing stage, each point target in the planning scheme requires only one effective
time window. As there may be scenarios where one or multiple satellites have several
time windows for the same target, it is necessary to impose this constraint to limit the
number of observations for the same target. In particular, each target can be observed only
once, meaning that the i-th target appears no more than once in the final planning scheme
(Equation (5)).

∀ 1 ≤ x ≤ ∑m
j=1 NTWk

j , 1 ≤ y ≤ ∑m
j=1 NTWk

j and y ̸= x, TIk
x ̸= TIk

y (5)

where ∑m
j=1 NTWk

j is the total number of effective time windows of all satellites for the k-th

upload task. x and y represent any two different time windows. TIk
x is the target corre-

sponding to the x-th time window in the k-th upload task. TIk
y is the target corresponding

to the y-th time window in the k-th upload task.

(5) Cloud cover constraint

When optical satellites perform earth observation, the cloud content in the imagery
must be considered. Therefore, it is essential to assess whether an observation area is
suitable based on regional cloud cover information during the planned time frame. If an
area is overly cloudy, this could lead to poor quality of optical imagery, necessitating the
exclusion of such tasks. The cloud cover constraint dictates that the cloud cover rate in the
task’s area cannot exceed the maximum tolerable limit for the task (Equation (6)).

∀1 ≤ i ≤ ∑k
l=1 NTl , Ci ≤ C (6)
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where Ci represents the actual cloud content of the i-th target within the observation
window, and C denotes the maximum cloud cover rate tolerable by the optical satellite for
observation purposes.

Due to the satellite resource uniqueness constraint and the observation target unique-
ness constraint, we need to address multiple time window conflicts in the process of
multi-satellite collaborative task planning. To this end, we established an objective function
to serve as the basis for conflict resolution. When facing a situation where the same target
has multiple time windows, we first determine whether these windows all originate from
the same satellite. If so, we select the time window based on the earliest start time principle
(Equation (7)). If the time windows are from different satellites, we give priority to satellites
with higher resolution (Equation (8)) and consider the earliest start time principle to deter-
mine the final time window. For conflicts involving the same satellite observing different
targets at overlapping times, we adopt the principle of highest task priority to select the
target of greater value for observation (Equation (9)). If the priorities of the targets are
identical, we choose the time window based on the earliest start time principle.

Min∑∑k
i=1 NTi

i=1+∑k−1
l=1 NTl

∑m
j=1 Xij × staij (7)

Min∑∑k
i=1 NTi

i=1+∑k−1
l=1 NTl

∑m
j=1 Xij × svij (8)

Max∑∑k
l=1 NTl

i=1+∑k−1
l=1 NTl

∑m
j=1 Xij × Pi (9)

where Xij serves as the decision variable, representing whether the ith target is planned
by the jth satellite. Specifically, when the ith target is planned by the jth satellite, Xij = 1.;
otherwise, Xij = 0. staij is the observation start time of the i-th mission by the j-th satellite.
svij is the resource value of the j-th satellite observing the i-th target. Pi is the priority of the
i-th target.

2.3.2. Method for Dynamic Adjustment of New Task Planning Schemes

When users propose new observation requirements, the task preprocessing method
and the generalized multi-satellite cooperative observation task planning method described
in this paper are first employed to calculate the planning scheme for the new tasks. Subse-
quently, this new scheme is merged with the existing, unexecuted observation task schemes
at the current time point to achieve dynamic adjustment of the new task planning scheme.
Compared to the method of first merging the new targets with unobserved targets and
then planning centrally, this approach effectively reduces computation time.

Since the issue of the same target having multiple time windows has already been
addressed in the multi-satellite cooperative observation task planning process, during the
scheme merging stage, we only need to deal with the problem of overlapping time windows
for new and existing targets observed by the same satellite. To resolve this conflict, it is
necessary to satisfy the satellite resource uniqueness constraint during the merging stage,
ensuring that the same satellite can only observe one target at the same time (Equation (10)).
For this conflict, we give priority to the target with a higher priority level for observation
(Equation (11)). If two targets have the same priority level, we prioritize the task that was
submitted first (Equation (12)).

∀ 1 ≤ j ≤ m, 1 ≤ l ≤ MNTWk
j , mstajk

l > mendjk
l−1 (10)

∀ Tmk
i ∈ Tk

mp, Max∑NTmk

i=1 ∑m
j=1 Xij × Pmk

i (11)

∀ Tmk
i ∈ Tk

mp, Min∑NTmk

i=1 ∑m
j=1 Xij × MTUTk

i (12)
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where MNTWk
j is the number of time windows for the j-th satellite to the k-th merging

scheme. mstajk
l is the observation start time of the j-th satellite for the l-th time window in

the k-th merging scheme. mendjk
l−1 is the observation end time of the j-th satellite for the

l − 1-th time window in the k-th merging scheme. Tk
mp is the combined planned target set.

NTmk is the target quantity in the k-th merging scheme. Pmk
i is the priority of the i-th target

in the k-th merging scheme. MTUTk
i is the upload time of the i-th task in the Tk

mp set.

2.3.3. Dynamic Task Planning Solution Algorithm for Multi-Satellite
Cooperative Observation

Building upon the aforementioned generalized method for multi-satellite cooperative
observation task planning and the method for dynamic adjustment of new task planning
schemes, we developed a solution algorithm. This algorithm aims to ensure optimal
resource configuration among multiple satellites for multiple targets while maximizing
the acquisition of high-resolution data. During the computation process, high-resolution
satellites are prioritized during planning, and the observation time and task priority are
considered as optimization objectives. Furthermore, following the submission of new tasks,
we employ a method of merging planning schemes to reduce the computational time,
thereby achieving more efficient planning objectives.

The process of the multi-source remote sensing cooperative observation dynamic task
planning algorithm is depicted in Figure 7, and the main steps are outlined below:

• Initially, task planning is conducted for the initial targets, calculating their time win-
dows and classifying those with effective time windows into an observable target
collection. Subsequently, task planning is performed for the targets within this collec-
tion, forming a task planning scheme.

• When the k-th new task arises, it is first determined whether the new target duplicates
tasks in the existing planning scheme. Otherwise, the target is classified into the
k-th new target collection. Then, time windows for targets within this collection
are calculated, and those with effective time windows are classified into the k-th
new observable target collection. Task planning is conducted for targets within this
collection, forming the k-th new target task planning scheme.

• Subsequently, whether targets in the existing planning scheme have been observed or
are currently being observed is assessed. Otherwise, the unobserved target schemes
are categorized into the unobserved target collection and merged with the targets to
be observed in the k-th new target task planning scheme. This step forms the k-th
collection of targets to be observed, followed by the application of dynamic scheme
adjustment methods to eliminate targets with time conflicts, thus forming a new
planning scheme.

• When new task requirements emerge again, steps 1–3 are repeated to adjust the
planning scheme anew.

The pseudocode for generalized multi-satellite cooperative observation task planning
and dynamic adjustment algorithm for new task planning schemes proposed in this paper
are shown in Figures 8 and 9.
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Figure 9. The pseudocode for the dynamic adjustment algorithm for new task planning schemes.

3. Design of Experiments

This article proposes a dynamic task planning method for multi-source satellite cooper-
ative observation aimed at complex tasks. The core concept involves initially decomposing
complex tasks into multiple individual point-target tasks, each of which can be observed by
a single satellite in a single pass. Subsequently, using the dynamic task planning method of
multi-source satellite cooperative observation, these varied point-targets are dynamically
planned in a unified manner, achieving integrated processing for different types of targets.
To validate the effectiveness of the proposed method, a series of experimental analyses
were conducted.

3.1. Experimental Environment and Data

Regarding satellite resources, this study simulated 10 satellites as the foundational
data for the experiments. Considering potential conflicts in task planning, a resource
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value index based on the spatial resolution of each satellite was assigned, indicative of
its resolution quality. A higher resolution (higher numerical value) correlates to a greater
satellite resource value. Table 1 displays the relevant attributes of these 10 satellites.

Table 1. Satellite resource attributes.

Number Name Spatial
Resolution Resolution Level Orbital Altitude

(km)
Revisit Period

(Day) Width (km) Satellite
Resource Value

1 GAOFEN 2 1/4 meter scale 631 5 45 1
2 ZY 1-02C 5/10 meter scale 780 3 60 3
3 ZY 3 6 meter scale 506 5 51 5
4 ZY 3-2 5.8 meter scale 505 3 51 4
5 SJ-9A 2.5/10 meter scale 645 4 30 2
6 GAOFEN 1 16 Ten-meter scale 645 2 800 6
7 HJ-1A 30 Ten-meter scale 649 4 360 8
8 HJ-1B 30 Ten-meter scale 649 4 360 9
9 GAOFEN 6 16 Ten-meter scale 644.5 2 800 7

10 CBERS 4 73 Ten-meter scale 778 3 866 10

In terms of observation targets, to simulate terrestrial observation tasks, 2000 point
targets were randomly generated. To reflect the dynamic nature of the tasks, these point
targets were divided into four groups, added at 0:00, 6:00, 12:00, and 18:00 within the same
day, simulating the dynamic variations in observation tasks. To explore the impact of the
number of observation targets on the planning results, these targets were further catego-
rized into four different quantity types. By comparing the planning results for different
quantities of targets, a comprehensive evaluation of the proposed method was conducted.

Based on these principles, the 2000 point targets were evenly divided into four groups,
each containing 500 targets. The 500 targets were further subdivided into subgroups of
50, 100, 150, and 200 targets. The distributions of different numbers of observed targets
are shown in Figure 10. The yellow targets represent the targets to be uploaded at the
moment of 0 o’clock, the blue targets represent the tasks added at the moment of 6 o’clock,
the red targets represent the tasks added at the moment of 12 o’clock, and the green targets
represent the tasks added at the moment of 18 o’clock. Through dynamic planning experi-
ments for these four different quantities of targets, the proposed method was validated.
The number of targets at each time point in each experiment is shown in Table 2.
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Table 2. Number of targets added at each point in time for different target number benchmarks.

Experimental Target
Number Benchmarks

Number of New
Targets at 0 O’clock

Number of New
Targets at 6 O’clock

Number of New
Targets at 12 O’clock

Number of New
Targets at 18 O’clock

50 50 50 50 50
100 100 100 100 100
150 150 150 150 150
200 200 200 200 200

3.2. Evaluation Indices

To assess the experimental results, five evaluation indices were established, detailed
as follows:

(1) Total number of planned targets

The total number of observation targets included in the planning scheme is referred
to as the total number of planned targets (TNPT). The larger the value of the TNPT in the
planning scheme is, the better the results.

(2) Total computational time

The total time required for configuring satellite resources and observation targets
is indicated by total computational time (TCT). The smaller the value of the TCT in the
planning scheme is, the better the results.

(3) Sum of task priorities

The aggregate priority of the observation targets included in the planning scheme is
denoted by sum of task priorities (STP). The larger the value of the STP in the planning
scheme is, the better the results.

(4) Total satellite resource value

The term refers to the sum of the resource values of observation satellites configured
for all targets in the planning program, denoted by total satellite resource value (TSRV).
The smaller the value of the TSRV in the planning scheme is, the better the results.

(5) Comprehensive benefit value

This is a holistic description of the above four evaluation indices, analyzing the overall
efficacy of the planning scheme through a normalization process of these indices, denoted
by comprehensive benefit value (CBV). The larger the value of the CBV in the planning
scheme is, the better the results. The methodology for calculating the comprehensive
evaluation value is shown below.

CBV =
TNPT

MaxTNPT + MinTCT
TCT + STP

MaxSTP + MinTSRV
TSRV

4
(13)

where MaxTNTPT refers to the maximum value of the total number of observed targets
in the planning scenario obtained by different methods at the same time. MinTCT refers
to the minimum value of the overall computational time required for a planning solution
obtained by different methods at the same time. MaxSTP refers to the maximum value of
the sum of the observed target task priorities in the planning scenario obtained by different
methods at the same time. MinTSRV refers to the minimum of the satellite resource values
of the planning scenarios obtained by different methods at the same time.

3.3. Experiment and Results
3.3.1. Introduction to Different Methods

To analyze and compare the efficacy of the method proposed in this article, we devel-
oped various planning methods by altering the objective functions and dynamic planning
schemes. The specific meanings and differences of these methods are illustrated in Table 3.
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Table 3. Main contents of the different methods.

Method Abbreviation Description

Satellite Priority-Scheme Merging SP-SM

On the premise of maximizing the acquisition of high-resolution data, this
approach involves the amalgamation of planning schemes for newly added
objectives with those unobserved targets in the original planning scheme,
thereby formulating a novel planning scheme.

Satellite Priority-Tasks Merging SP-TM

Based on the premise of maximizing the acquisition of high-resolution data,
this method entails the amalgamation of newly added objectives with
unobserved targets from the original planning scheme. This integrated
approach facilitates the collective planning of tasks, culminating in the
formulation of a revised planning scheme.

Task-Priority-Scheme Merging TP-SM

Focused on the objective of observing as many targets as possible, this
method involves the integration of planning schemes for newly added targets
with those of unobserved targets in the original plan. This process results in
the formation of a new, comprehensive planning scheme.

Task-Priority-Tasks Merging TP-TM

Based on the objective of maximizing the number of observed targets, this
approach involves the amalgamation of newly added targets with those
unobserved in the original planning scheme. By collectively planning these
tasks, a new and comprehensive planning scheme is developed.

SP-SM (proposed method): Prioritizes the acquisition of high satellite resource values.
When new observation targets emerge, a task planning scheme for these new targets is first
devised, followed by its amalgamation with the schemes of unobserved targets from the
original plan to facilitate dynamic adjustment.

SP-TM: Also prioritizes high satellite resource values. However, upon the addition
of new observation targets, these targets are directly merged with unobserved targets
from the original plan, followed by task planning for the entire combined set of targets for
scheme adjustment.

TP-SM: Focuses on observing more targets. Like SP-SM, SP-TM initially formulates
a task planning scheme for new targets, which is then merged with the schemes of unob-
served targets from the original plan.

TP-TM: Similar to TP-SM in its principle of observing more targets, but the treatment
of new targets is akin to SP-TM, followed by comprehensive task planning post-merger.

3.3.2. Experimental Results

For a fair comparison of the different methods, the study first calculated the time
windows for 2000 observational targets based on satellite orbital information. It is used as
the basic input condition of different planning methods to provide the same data support
for different methods. The results of the time window calculations for 10 satellites for
different base numbers of observation targets are shown in Figure 11a–d.
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Afterwards, four methods are used to optimize the selection of time windows for
different base tasks to obtain the results of the planning scheme at four different time stages.
The mission planning results calculated by different methods for different numbers of
observation targets at different moments are shown in Table 4.

Table 4. Results of different methods.

Method
Target
Num-
ber

Planning
Quan-

tity at 0

Calculated
Elapsed
time at

0/s

Number
of

Targets
Ob-

served
at 6

Planning
Quan-

tity at 6

Calculated
Elapsed
Time at

6/s

Number
of

Targets
Ob-

served
at 12

Planning
Quan-

tity at 12

Calculated
Elapsed
time at

12/s

Number
of

Targets
Ob-

served
at 18

Planning
Quan-

tity at 18

Calculated
Elapsed
time at

18/s

Total
Num-
ber of

Targets
Ob-

served

Total
Time of
Calcu-

late

Total
Task

Priority

Total
Satellite

Re-
source
Value

SP-SM

50 49 0.0186 14 82 0.0652 29 96 0.0795 51 76 0.0584 170 0.2218 979 864
100 97 0.0534 18 170 0.2234 61 186 0.2474 100 136 0.1472 315 0.6713 1715 1618
150 148 0.1072 53 220 0.3554 79 258 0.4785 141 167 0.2222 440 1.1633 2429 2255
200 195 0.1743 55 302 0.6705 105 333 0.8434 180 228 0.4064 568 2.0945 3314 3020

SP-TM

50 49 0.0185 14 83 0.1631 29 98 0.1569 52 77 0.0944 172 0.4328 985 872
100 97 0.0523 18 176 0.9918 65 196 0.7729 104 143 0.2610 330 2.0780 1777 1665
150 148 0.1055 53 230 1.3756 80 282 1.7792 155 191 0.7685 479 4.0287 2567 2374
200 195 0.1727 55 319 2.8737 111 371 3.3854 196 271 1.3883 633 7.8201 3504 3182

TP-SM

50 49 0.1247 30 67 0.1180 46 65 0.0959 43 52 0.0659 171 0.4045 988 557
100 97 0.4181 38 140 0.4648 95 126 0.2803 86 89 0.1246 308 1.2876 1699 1038
150 148 1.0722 87 183 1.0532 113 197 0.7218 143 112 0.2225 455 3.0697 2502 1520
200 195 1.9660 107 246 1.7009 155 222 1.3846 155 151 0.3961 568 5.4476 3320 1853

TP-TM

50 49 0.1220 30 68 0.2176 46 67 0.1545 45 56 0.1084 177 0.6025 1014 567
100 97 0.3832 38 156 1.6669 109 134 0.6276 93 97 0.2535 337 2.9311 1814 1129
150 148 1.1897 87 199 2.0059 126 213 1.7851 156 133 0.6626 502 5.6433 2699 1658
200 195 2.2973 107 274 5.0093 174 274 3.5068 197 184 1.2316 662 12.045 3694 2139

4. Discussion
4.1. Comparison of Experimental Results

To analyze the impact of dynamic changes and quantities of targets on the planning
results, we conducted a comparative analysis of the dimensions of observation time and
target quantity.

Task planning results at different observation times: Based on 200 targets, task plan-
ning was conducted at 0, 6, 12, and 18 h. The total number of planned targets, total
computational time, sum of task priorities, total satellite resource value, and comprehen-
sive benefit value for different methods at these times are shown in Figure 12.
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Task planning results for different quantities of targets: Results of planning for 50, 100,
150, and 200 targets within a day were recorded. Different methods were compared based
on the related indices for varying quantities of observational targets within one day, as
shown in Figure 13.
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4.2. Analysis of the Experimental Results

(1) Analysis of task planning results at different observation times

The data in Figure 12a–e reveal that under identical conditions, the method proposed
in this study yields moderate performance in terms of the number of planned targets,
task priority, and satellite resource values but excels in terms of computational time ef-
ficiency and comprehensive benefit value. This superior performance primarily stems
from the method’s strategy of merging planning schemes for new tasks, thereby reducing
computational complexity. The comprehensive benefit evaluation index indicates that the



Remote Sens. 2024, 16, 657 18 of 19

proposed method achieves higher overall planning target numbers, computational times,
task priorities, and satellite resource values.

(2) Analysis of task planning results for different numbers of targets

Observations from Figure 13a–e indicate that under similar conditions, the method
presented in this study performs better in terms of total computational time and compre-
hensive benefit value. Overall, these findings align with the conclusions drawn at each
individual time point. In terms of the overall comprehensive benefit for varying quantities
of planned targets, the proposed method significantly outperforms the other three methods,
demonstrating a distinct advantage.

4.3. Discussion

In response to the high complexity of resource configuration in complex scenarios,
the challenges in unified optimization scheduling for various types of targets, and the
shortcomings of static task planning methods in adjusting real-time, dynamically updated
user target observation plans, we propose a novel method. This method comprises two
main components: task processing and resource allocation. During the task processing
stage, we analyze complex scenarios and categorize tasks into four observation modes, for
which we design corresponding methods for multi-satellite cooperative observation. In
the resource allocation phase, we develop a multi-satellite cooperative observation task
planning model that optimizes planning issues through multiple constraints and includes a
specially designed algorithm for real-time adjustment of plans, prioritizing urgent targets.
The advantage of this method is its ability to achieve unified planning for different types of
targets through the decomposition of complex scenarios and to effectuate efficient resource
allocation through dynamic optimization scheduling. Its versatility renders it applicable for
both the decomposition of complex scenarios and the dynamic scheduling of conventional
point targets.

With the advancement of remote sensing satellite technology, there is an increasing
need for real-time dynamic task planning to satisfy the demand for high-timeliness remote
sensing information services. The multi-satellite cooperative observation dynamic task
planning method proposed in this paper provides essential technical support for rapid data
acquisition in future efficient remote sensing information services.

5. Conclusions

Aiming at overcoming the complexity of resource allocation in complex scenarios
and the difficulty of unified and optimized scheduling of different types of targets, this
paper proposes a dynamic mission planning method for multi-source satellite coopera-
tive observation in complex scenarios in terms of two aspects: mission processing and
resource allocation. In the task processing stage, we categorize the complex tasks into four
observation modes and decompose the tasks of different types of complex scenarios into
multiple point targets that can be observed by a single satellite in a single transit by con-
structing preprocessing models for different observation modes to reduce the complexity
of the problem. In terms of resource scheduling, we designed a generalized multi-satellite
cooperative observation mission planning method and a dynamic adjustment method for
the new mission planning scheme for the decomposed point targets. These methods can
realize dynamic and optimized scheduling of different types of point targets and achieve
comprehensive optimization of the number of observation targets, computation time, task
priority, and satellite resource value. The method proposed in this paper can be used to
effectively address various kinds of complex scenarios, optimize the allocation of satellite
and land resources, and provide technical support for intelligent observation of remote
sensing satellites through the decomposition of observation modes and multi-satellite
collaborative mission planning.
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