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Abstract: To better calibrate the aerosol lidar network constructed by the China Meteorological
Administration, and ensure the data quality observed by the network, the Meteorological Observation
Center (China Meteorological Administration) and the University of Naples (Italy) jointly developed
a “high quality 532 nm Raman aerosol lidar” (REAL lidar) in 2018. The ability to detect Raman–
Mie scattering signals was improved through signal detection in a large dynamic range. This
study compared the REAL lidar with the reference lidar (European ACTRIS aerosol lidar network)
considering three wavelengths and eight channels. The results show that both the original signals
and data products of the two radars exhibited good consistency. In the calibration application of
China’s domestic lidar network, after REAL calibration, the relative average and standard deviations
of the backscattering coefficient of the in-station lidar decreased from 55.4% to 7.9% and from 64% to
9.9%, respectively. The effect was significant, which indicates that REAL is an aerosol lidar with a
high-performance index. The results satisfy the demand for calibration of the aerosol lidar network,
and the REAL was successfully applied to the calibration of the aerosol lidar network.

Keywords: aerosol lidar; Raman aerosol lidar; standard; lidar calibration; Raman–Mie scattering;
comparison

1. Introduction

Lidar calibration has always plagued the processing of lidar data and unification
of observation data. Lidar calibration and rendering lidar detection data quantitatively
comparable are common problems encountered by all. The ACTRIS aerosol lidar network
in Europe (originally the EARLINET Aerosol lidar network) is among the aerosol lidar net-
works that exhibit good performance. The standard calibration methods include centralized
contrast calibration and the use of standard aerosol lidar for station calibration [1–3].

ACTRIS lidar network calibration has been performed regularly since the end of the
1990s, and comparative aerosol lidar calibration in the network is conducted annually [4–6].
During 2009–2013, the deviation of the echo signal of all channels of the 21 lidars in the
lidar network was less than ±2% within a specific altitude range. In addition, the variation
ranges of the calculated aerosol backscattering and extinction coefficients were less than
2 × 10−4 km−1sr−1 and 0.01 km−1, respectively. The high-precision data products detected
by the lidars in the network are vital to the numerical models and ground calibration of
spaceborne lidars in Europe and America. The ash distribution and concentration products
detected by the network can provide aviation meteorological services for aircraft and
improve the service life of aircraft engines [7,8].
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The multiwavelength system for aerosol (MUSA) is a referential lidar system in the
ACTRIS framework. The lidar instrument is equipped with three elastic channels working
at 355, 532, and 1064 nm, and two inelastic N2 Raman channels at 387 and 607 nm. Two
independent polarization components of the elastic channel at 532 nm are used to measure
the particle depolarizability. Further, all channels are collected in analog and photon
counting modes to improve the detectable dynamic range [9]. The calibration of near-
surface data is important for standard lidars based on the detection requirements of the
low boundary layer range; however, the MUSA standard lidar has an overlap range of
approximately 250–300 m, and there are still certain limitations in the near-surface data
corrections of lidars with no or low blind areas.

Many universities and research institutes have undertaken the development of aerosol
lidars in China [10–15]. With the frequent occurrence of urban haze weather, aerosol
lidars have been gradually added to the equipment of meteorological and environmental
protection departments [16]. Therefore, it is necessary for us to develop a standard lidar
with low blind area and high dynamic gain for the calibration of China’s lidar network.

With the help of the University of Naples, the Meteorological Detection Center of
China Meteorological Administration developed a high-quality 532 nm Raman–Mie aerosol
lidar (REAL) that is used as the standard lidar for the calibration of other aerosol lidars. The
lidar was compared with the standard lidar of the ACTRIS lidar network in Europe, and
the original signal, depolarization ratio product, and extinction coefficient measured by the
lidar were found to have reached the required level for weather service application. In order
to ensure that the REAL reached the calibration requirements of the ACTRIS aerosol lidar
network, a comparison to the MUSA as the reference lidar was conducted in Potenza, Italy.
A comparative analysis was conducted on the original data, 532 nm depolarization ratio,
and backscattering coefficient, and the results showed a good consistency and the REAL
reached the calibration requirement of the MUSA. The REAL was also used effectively in a
series of field campaigns in China.

2. REAL with Low Bow Blind Area and High Dynamic Gain
2.1. Six-Channel Raman–Mie Scattering Detection

REAL is a single-wavelength Raman–Mie scattering aerosol LiDAR with the emission
wavelength of 532 nm. The receiver is divided into six channels, among which the primary
receiver channels are a 532 nm parallel polarization channel (532 nm P), 532 nm perpendic-
ular polarization channel (532 nm S), and 607 nm N2 Raman channel (607 nm). Figure 1
shows the system schematic of the lidar. The four PMT1s in the figure are the same type
of detectors, mainly used for the detection of elastic signals. PMT2s are the same type of
high-performance detectors (cooling), mainly used for the detection of Raman signals. In
general, the dynamic range of the available detectors is smaller than that of the lidar signal.
To ensure the dynamic range of the data from the three main receiving channels, each main
receiving channel is divided into high and low channels by an unpolarization beamsplitter
and uses a different attenuator. All the high channels are used to detect signals from a high
altitude, the attenuation coefficients of the attenuators in these channels are set at a low
value, and the signal–noise ratio (SNR) of the high-altitude signals is high. Thus, a large
detection range is achieved; however, the low-altitude signals are saturated. In addition,
the attenuation coefficients in low channels are set at a high value to prevent the saturation
of low-altitude signals and obtain the maximum effective detection signal. To improve
the dynamic range of the lidar echo signal, the two sub-channels realize data fusion using
linear overlap. The main parameters of the REAL are listed in Table 1.
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Figure 1. Schematic diagram of the optical system of the 532 nm Raman–Mie aerosol lidar. 
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Figure 1. Schematic diagram of the optical system of the 532 nm Raman–Mie aerosol lidar.

Table 1. Main parameters of the 532 nm Raman–Mie aerosol lidar.

Parameters Specification

Laser system
Wavelength 532 nm

Repetition frequency 1000 Hz
Average power ≥2 W
Cooling method Air-cooled

Receiving system
Telescope diameter 250 mm

Photoelectric converter PMT
Interference filter ≤1 nm

Receiving channel

532 nm P channel high signal
532 nm P channel low signal
532 nm S channel high signal
532 nm S channel low signal
607 nm channel high signal
607 nm channel low signal

Data acquisition boards Photon counter

2.2. Low Blind Zone Optical Design

The aerosol lidar mostly adopts a coaxial optical system design, which is capable of
detecting blind and overlap areas and limiting the lidar echo at low altitudes. Considering
the design of the receiving system, reducing the range of the blind and overlap areas of the
lidar system is key to improving the low-altitude detection ability of aerosol lidar.

The optical efficiency of lidar in the near field is primarily determined by the overlap
function η. Figure 2 shows an example of the telescope structure design. The overlap
function η can be divided into three parts as per different areas: the blind area (0 < d < dl ,
η = 0), incomplete overlap area (dl < d < d f , 0 < η), and complete overlap area (d f < d < ∞,
η = 1). The distance dl of the blind zone can be obtained from the geometric relationship in
Figure 2:

dl =
φ

δ + FOV
(1)
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where φ is the diameter of the secondary mirror of the telescope, δ is the divergence angle
of the laser beam, and FOV is the field of view of the telescope. In Figure 2, a is the diameter
of the field diaphragm and f is the focal length of the telescope. When δ and the FOV are
constant, the lidar blind zone dl is proportional to φ.
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nals of the high- and low-level channels are collected simultaneously, the structural char-
acteristics of the signals of the high- and low-level channels are consistent, and there is an 
overlap region for the effective detection signals from both the high- and low-level chan-
nels. Consequently, the distance-squared correction signal is obtained by preprocessing 
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Figure 2. Diagram of telescope structure design ((a) FOV = 1 mrad, δ = 0.5 mrad, F = 10, f = 2000 mm,
Φ = 200 mm, and the focal plane is below the main mirror; (b) FOV = 1 mrad, δ = 0.5 mrad, F = 10,
f = 2000 mm, Φ = 200 mm, and the focal plane is at the apex of the main mirror; (c) FOV = 1 mrad,
δ = 0.5 mrad, F = 2.5, f = 500 mm, and Φ = 200 mm, the focal plane is at the apex of the main mirror).

At first, the focal plane of the telescope is set below the main mirror, and then the focal
plane is moved to the position of the apex of the main mirror. As the distance between
the focal plane and secondary mirror is reduced, the blind zone can be reduced effectively
by reducing the diameter of the secondary mirror under the same telescope exit aperture
angle. Moreover, the reduction of its diameter also decreases the shading area of the
secondary mirror and increases the detection efficiency. For example, for the parameters of
Φ = 200 mm, f = 2000 mm, and F = 10, the distance between the primary mirror and the
secondary mirror was 500 mm, FOV = 1 mrad, and the laser divergence angle δ = 0.5 mrad.
When the focal plane was moved up from 288 mm below the telescope to the apex of the
primary mirror, the diameter of the secondary mirror was reduced from 80 mm (Figure 2a)
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to 50 mm (Figure 2b). Further, the shading area was reduced by 2.56 times, and the length
of the blind zone dl was reduced from 53 to 33 m.

The minimized complete overlap distance d f is related to the telescope focal length
f as the telescope’s F-number. From the lens formula 1/f = 1/u + 1/v, the formula
u = f v/(v − f ) can be obtained, and then the following formula can be obtained:

u =

 1
v− f

f

+ 1

 f (2)

where u is the object distance and v is the image distance. The field diaphragm of the
telescope is placed at the focal plane of the telescope, where (v − f )/f represents the relative
deviation of the image distance v of the laser spot, relative to the field diaphragm, when
the object distance u is finite.

When the image spot is at the position of the field diaphragm, this deviation is very
small, the lidar system can receive the entire signal. This is the complete overlap region of
the lidar. When u is a finite distance, the laser spot is imaged below the field diaphragm,
whereas if the distance v is far from f , it results in a relatively large value of the deviation
(v − f )/f . The receiving system can only receive a part of the laser scattering energy, which
indicates the incomplete overlap region of the lidar. Moreover, the minimum complete
overlap distance d f is proportional to the focal length f of the telescope.

As the FOV of the telescope is larger than the divergence angle of the laser, generally,
when (v − f )/f ≤ 0.5%, all scattered light can enter the field diaphragm without being
blocked. Consequently, according to Formula (2), the minimum complete overlap distance
d f = 201 f . Therefore, reducing the F of the telescope reduces the geometric length of
the telescope, and rapidly decreases the height of the minimum complete overlap zone of
the lidar.

Figure 2c is a telescope structure with a small F, where the focal plane is set at the
position of the apex of the main mirror. The parameters were F = 2.5, f = 500 mm, primary
lens diameter = 200 mm, and secondary lens diameter = 50 mm, and the distance between
primary and secondary lenses was 120 mm. Through experiments, the blind area and
overlap region of this lidar were measured to be less than 50 and 200 m, respectively. Thus,
the optimal design of the low blind area receiving system greatly improved the ability of
aerosol detection at low altitude.

2.3. Fusion of High and Low Space Signals and Optimization of Dynamic Range

The numerical span of lidar echo signal intensity is very large, and thus a single
receiving channel may lead to saturation at low altitude and low SNR at high altitude.
REAL uses high- and low-altitude signal acquisition channels to collect data simultaneously,
and then fuses these signals to obtain the complete signal in the whole range. Because
the signals of the high- and low-level channels are collected simultaneously, the structural
characteristics of the signals of the high- and low-level channels are consistent, and there
is an overlap region for the effective detection signals from both the high- and low-level
channels. Consequently, the distance-squared correction signal is obtained by preprocessing
the high- and low-altitude data and then dividing the low-altitude signal by the high-
altitude signal to obtain the ratio profile. Subsequently, the screening threshold was set in
the profile to find the overlap region with a stable ratio as the fusion region. The average
value of the ratio within the interval was calculated, and the high- and low-altitude channel
signals were normalized and combined to create a complete signal and thus improve the
dynamic range of the whole echo signal.

Figure 3 is an example of the result of REAL high space fusion. The box interval is the
fusion interval. After fusion, the signal dynamic range of lidar was improved by 1–2 orders
of magnitude.
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Figure 3. The 532 nm P channel example of high and low space fusion results (RCS means range
correction signal, and the pair values indicate the aerosol load).

3. REAL Self-Test Data Analysis
3.1. Consistency Analysis between REAL Echo Signal and Atmospheric Molecular Model Signal

To illustrate the accuracy of the REAL echo signal, the REAL 532 nm P, 532 nm S,
and 607 nm channel echo signals were compared and analyzed with the atmospheric
molecular echo signals calculated by the model. The 532 nm P channel of REAL in the
range of 4–15 km height (Figure 4a), the 532 nm S channel in the range of 5–15 km height
(Figure 4b), and the 607 nm channel in the range of 4–10 km height (Figure 4c) exhibited
good consistency with the molecular echo signal.
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Figure 4. Comparison between the echo signals of the REAL 532 nm P, 532 nm S, and 607 nm channels
and atmosphere molecular echo signals ((a) REAL 532 nm P Channel and Molecular Signal Compare;
(b) REAL 532 nm S Channel and Molecular Signal Compare; (c) REAL 607 nm Channel and Molecular
Signal Compare).



Remote Sens. 2024, 16, 570 7 of 14

For the height range of 5–10 km, the system difference and standard deviation of the
three channels are presented in Table 2. The systematic errors for the 5–7 and 7–10 km
ranges were less than 2% and 10%, respectively, which satisfy the design requirements.
The relative standard deviations of the 532 nm S and 607 nm channels at 7–10 km were
relatively larger, which was attributed to the reduction of the SNR of the detection signal.

Table 2. Comparison error of 532 nm P, 532 nm S, and 607 nm channels in 5–10 km range.

Channel
Relative Error Relative Standard Deviation

5–7 km 7–10 km 5–7 km 5–7 km

532 nm P 0.63% 3.6% 532 nm P 0.63%
532 nm S −0.07% −8.7% 532 nm S −0.07%
607 nm −1.7% 9.5% 607 nm −1.7%

3.2. REAL Low Blind Zone Data Analysis

According to the optical design requirements of the receiving system, Figure 5 shows
the geometric factors obtained by the simulation of the optical path using the raytracing
method of Zemax 13 optical design software in non-sequential mode [17]. Further, it was
compared with the geometric factors calculated by the elastic scattering signals of the
Raman signals in REAL [18]. The two were consistent. The range of the blind zone was less
than 50 m and the full overlap distance was less than 200 m. Thus, compared with MUSA,
REAL significantly improved the detection capability for low-altitude signals.
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3.3. Dynamic Range Analysis of REAL Signal

REAL adopted high–low altitude separating signal acquisition systems for the 532 nm P,
532 nm S, and 607 nm channels. The high–low altitude echo signals of the three channels are
shown in Figure 6. The high and low altitude signals of the 532 nm P, 532 nm S, and 607 nm
channels were very consistent in the altitude range of 1–4 km. The ratio of the maximum
value of the raw signal to the value of the raw signal where the signal-to-noise ratio is
equal to 3 is the dynamic range. Table 3 shows the change in dynamic range obtained by
comparative analysis of REAL high–low space fusion signals. The fused signal dynamic
ranges of 532 nm P, 532 nm S, and 607 nm were increased by at least 200, 10, and 20 times,
respectively.
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Figure 6. Low and high space signals of REAL from 532 nm P, 532 nm S, and 607 nm channels
((a) REAL 532 nm P Channel High and Low Signal; (b) REAL 532 nm S Channel High and Low Signal;
(c) REAL 607 nm Channel High and Low Signal).

Table 3. Table of dynamic range change after high and low space signal fitting of 532 nm P, 532 nm S,
and 607 nm channels.

Channel High Signal Channel
Dynamic Range

The Change in Dynamic Range of
the Signal after Fusing

532 nm P 3.3 × 109 ≥200 times
532 nm S 2.2 × 108 ≥10 times
607 nm 8.9 × 107 ≥20 times

4. Comparative Analysis of REAL and MUSA Detection Data
4.1. Data Analysis Method

To compare the REAL and MUSA radar detection data, the relative average and
standard deviations of the original signal were calculated and analyzed. In addition, the
average and standard deviations of the polarization product were calculated and analyzed.
The average deviation calculation and relative average deviation method were as follows:

σsys =
∑n

k = 1(x1k − x2k )

n
(3)

Rsys =
σsys

x2k
=

∑n
k = 1(x1k−x2k )

x2k

n
(4)

The standard and relative standard deviations were calculated as follows:

σstd = (
∑n

k = 1(x1k − x2k)
2

n
)1/2 (5)

Rstd,i = (
∑n

k = 1(x1k − x2k)
2

n
)1/2/ x2k (6)
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where x1k and x2k are the measured signal values of REAL and MUSA at different range
gates, and n is the calculated range gate value. The average deviation represents the
systematic difference between the data profiles of REAL and MUSA, whereas the standard
deviation represents the jitter of the data profiles of REAL relative to MUSA.

4.2. Comparative Analysis of Original Data

In Potenza, Italy, REAL and MUSA were calibrated on 12–13 November 2018. The
calibration was conducted in two phases. The comparison of elastic scattering and Raman
signals at night was conducted between 18:30 and 21:30 on 12 November, and the compari-
son of elastic scattering signals during the day was conducted between 12:00 and 15:00 on
13 November.

Figure 7 shows the comparison of the signals received by REAL and MUSA. The
received signal from the 532 nm elastic P channel during the day and at night and that from
the 607 nm Raman channel at night are illustrated.
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It is evident from Figure 7 that the original signals of the 532 nm P and 607 nm channels
of the REAL and MUSA lidars were consistent. Meanwhile, the low-altitude blind area of
REAL was significantly smaller than that of MUSA, and the dynamic range was higher
than that of MUSA. Further, a statistical analysis was conducted on the signals within the
range of 0.5–5 km of the three channels, as shown in Table 4. It is evident that for the 532 nm
P signal detected at night (Figure 7a) in the range below 2 km, the relative average and
standard deviations were less than 2.1% and 3.2%, respectively; for the 532 nm P signal
detected during the day (Figure 7b), the relative mean and standard deviations were less
than 0.1% and 2.0%, respectively; and for the 607 nm channel signal (Figure 7c), the relative
mean and standard deviations were less than 2.1% and 2.5%, respectively. In the ranges of
2–4 and 4–5 km, the relative average and standard deviations of each wavelength were less
than 2% and 15%, respectively. The higher error was attributed to the decrease in SNR.
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Table 4. Comparison and analysis of original 532 nm P channel signals between REAL and MUSA.

Channel with Resolution

Results

0.5–2 km 2–4 km 4–5 km

Relative
Mean

Deviation

Relative
Standard
Deviation

Relative
Mean

Deviation

Relative
Standard
Deviation

Relative
Mean

Deviation

Relative
Standard
Deviation

532 nm P (15 m, nighttime) −2.1% 3.2% 0.2% 3.2% −0.4% 4.7%
532 nm P (60 m, daytime) −0.0% 2.0% −2.3% 7.8% −1.5% 13.3%

607 nm (15 m) −2.1% 2.5% 1.1% 4.3% 0.5% 7.6%

5. Comparative Analysis of 532 nm Depolarization Ratio and Backscattering
Coefficient Products

The 532 nm P and 532 nm S channel signals of REAL and MUSA from 19:00 to 19:30
on 12 November 2018 were selected to calculate the depolarization ratio and backscattering
coefficient products, as shown in Figure 8. The 15 m range resolution was used to compare
the product data between 0.3 and 3 km, and the results are presented in Table 5. In the
range of 0.3–3 km height, the average and standard deviations of the depolarization ratio
were less than 0.05% and 0.60%, respectively. Further, the average and standard deviations
of the backscatter coefficient were less than 1.1 × 10−8 and 3.6 × 10−8, respectively, which
satisfy the European calibration standard.
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Table 5. Comparative analysis of depolarization ratio and backscatter coefficient of 532 nm channel
between REAL and MUSA.

Depolarization Backscatter Coefficient

Mean
Deviation

(%)

Relative
Deviation

(%)

Standard
Deviation

(%)

Relative
Standard
Deviation

(%)

Mean
Deviation
(sr−1m−1)

Relative
Deviation

(%)

Standard
Deviation
(sr−1m−1)

Relative
Standard
Deviation

(%)

0.3–1 km −0.017 −0.189 0.059 0.656 1.1 × 10−8 1.556 3.6 × 10−8 5.143
1–2 km −0.049% \ 0.60% \ 2.7 × 10−9 \ 1.3 × 10−8 \
2–3 km 0.20% \ 0.30% \ −1.1 × 10−8 \ 2.4 × 10−8 \

6. Application Research of REAL

Following the alignment calibration with ACTRIS in Italy, REAL can be considered as
the standard source of dissemination of quantity value. To ensure the measured results of
the China’s aerosol lidar network were quantitatively comparable, REAL was added to a
series of field campaigns for aerosol lidar calibration in Beijing, Shanghai, Guangzhou, and
other big cities.

It was used to analyze the consistency of atmospheric echo signals and improve the
detection accuracy of lidar at different stations. Figure 9 shows the comparison results of
the aerosol backscatter coefficients before and after calibration. Within the range of 2–5 km,
the average and standard deviations of the lidar backscatter coefficients at the station
decreased from 55.4% to 7.9% and from 64.0% to 9.9%, respectively. Another similar result
is shown in Figure 10 for another tested lidar. Thus, through comparative data statistics, it
was confirmed that the detection accuracy of the lidar network can be effectively improved
by using REAL, and the relative standard deviation of the aerosol backscatter coefficient
was less than 20% (1–2 km) and 40% (2–5 km) [19,20].
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7. Conclusions

Lidar calibration and rendering lidar detection data quantitatively comparable is a
common problem encountered worldwide. The calibration of near-surface data is important
for standard lidars based on the detection requirements of the low-boundary-layer range.
Moreover, there are still certain limitations in the near-surface data correction of lidars
with no or low blind areas. REAL is a Raman–Mie scattering lidar system with a low blind
area and high dynamic range. It can realize the optimal design of the telescope receiving
system. Further, its F-number, diameter of the secondary mirror, blind area, and overlap
area are less than 4, 50 mm, 50 m, and 200 m, respectively, which improves its low-altitude
detection ability. In addition, the dynamic range of 532 nm P, 532 nm S, and 607 nm signals
after fusion is increased by at least 200, 10, and 20 times, respectively, which increases the
detection dynamic range of atmospheric echo signals.

In the comparison calibration with the European standard MUSA, the original signals
of REAL and MUSA exhibited good consistency. In the range of 2 km height, the relative
average and standard deviations of the 532 nm P channel were less than 2.1% and 3.2%,
respectively. Further, the relative average and standard deviations of 607 nm channel were
less than 2.1% and 2.5%. Thus, the data products of REAL and MUSA exhibited good
consistency. Within the range of 3 km altitude, the average and standard deviations of the
depolarization ratio were less than 0.05% and 0.60%, respectively. In addition, the average
and standard deviations of the backscattering coefficient were less than 1.1 × 10−8 and
3.6 × 10−8, respectively, which satisfy the European calibration standard.

In the calibration application of China’s domestic lidar network, after REAL calibration,
the relative average and standard deviations of the backscattering coefficient of the in-
station lidar decreased from 55.4% to 7.9% and from 64% to 9.9%, respectively. The effect
was significant, which indicates that REAL is an aerosol lidar with a high-performance
index, which can satisfy the requirements of calibration technology for networked aerosol
lidars in China.
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