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Abstract: The sea surface temperature (SST) is one of the most important parameters that characterize
the thermal state of the ocean surface, directly affecting the heat exchange between the ocean and
the atmosphere, climate change, and weather generation. Generally, due to factors such as the
weather, satellite scanning orbit range, and satellite sensor malfunction, there are large areas of
missing satellite remote sensing SST data, greatly reducing data utilization. In this situation, how to
use effective data or avenues to rebuild missing SST data has become a research hotspot in the field
of ocean remote sensing. Based on the SST data from an FY-3C visible and infrared radiometer with a
spatial resolution of 5 km (FY-3C VIRR), an improved data interpolation convolutional autoencoder
(I-DINCAE) was used to reconstruct the missing SST data. Through cross-validation, the accuracy
of the reconstruction results was quantitatively evaluated with an RMSE of 0.36 ◦C and an MAE
of 0.24 ◦C. The results showed that the I-DINCAE algorithm outperformed the original DINCAE
algorithm greatly. For further optimization, a deep neural network (DNN) was chosen to adjust
the error between the reconstructed SST and the in situ data. The RMSE of the final adjusted SST
and in situ data is 0.466 ◦C, and the MAE is 0.296 ◦C. Compared to the in situ data, the accuracy of
the adjusted data has shown a significant improvement over the reconstructed data. This method
successfully applies deep-learning technology to the reconstruction of SST data, achieving the full
coverage and high accuracy of SST products, which can provide more reliable and complete SST data
for marine scientific research.

Keywords: sea surface temperature (SST); data reconstruction; deep learning; FY-3C SST

1. Introduction

The sea surface temperature (SST) characterizes the thermal conditions of the upper
layer of the ocean and plays an important role in oceanography and meteorology [1–3].
Additionally, it is highly sensitive to atmospheric circulation and short-term climate vari-
ations, making it a vital component in monitoring climate events such as typhoons and
El Niño, including their occurrence and development [4]. Therefore, accurately obtaining
SST information is essential for the development and utilization of ocean resources and the
study of various phenomena in the ocean.

Currently, ocean temperature data from diverse sources such as Argo floats, oceanic
vessels, and observation platforms are steadily increasing. However, the limited coverage
of in situ ocean observation data poses challenges related to the non-uniform spatial
distribution and discrete temporal patterns, resulting in the difficulty in acquiring large-
scale synchronized SST data [5–7]. In contrast to traditional SST monitoring methods,
remote sensing technology has the characteristics of having a large scale, wide coverage,
and strong continuity, which can cover a wide range of ocean regions and provide global
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ocean data. The real-time monitoring of satellite data enhances the timeliness and accuracy
of oceanic information surveillance and forecasting. Satellite remote sensing technology
can better compensate for the limitations of traditional methods, making it an effective
way to obtain SST data. Nevertheless, factors such as the atmospheric conditions, sensor
quality, satellite scan width, and revisit period contribute to varying degrees of missing
data issues. Therefore, effective methods are needed to reconstruct missing information to
obtain complete remote sensing images, which is of great significance for monitoring and
studying the marine ecological environment.

Common methods for reconstructing missing data include interpolation, statistical
modeling, machine-learning-based, and deep-learning-based methods. Interpolation meth-
ods based on adjacent pixels, such as nearest-neighbor interpolation, bilinear interpolation,
bicubic interpolation, etc., use the information of surrounding pixels to estimate missing
pixels and achieve spatial interpolation [8]. Spatial interpolation methods based on sta-
tistical modeling are suitable for remote sensing data with spatial autocorrelation, such
as Optimal Interpolation (OI), Kriging Interpolation, and Data Interpolation Empirical
Orthogonal Function (DINEOF). The optimal interpolation method was initially proposed
by Eliassen in 1954, and further developed by Gandin based on the stepwise correction
method [9]. Based on the contribution of surrounding points to the interpolation points,
the interpolation weights of each known point were calculated using specific mathematical
methods in the optimal interpolation method. Reynolds and Smith applied the optimal
interpolation method to analyze the global sea surface temperature [10]. In addition, Ever-
son et al. also applied the idea of optimal interpolation to reconstruct and analyze the sea
surface temperature in the western North Atlantic; Kriging interpolation, also known as
spatial auto-correlation best interpolation, is a common geostatistical method that can inter-
polate existing sample data and predict missing parts of the data. Müller filled the MERIS
ocean chlorophyll concentration image using the Kriging method [11]. Feng et al. used the
Kriging interpolation method to restore pixel information in the cloud-shadow-obscured
areas of the image. The restored information was further classified and compared with the
results of the two-class resource survey. The findings indicated a classification accuracy of
over 75%, suggesting that kriging interpolation provides a method for interpreting ambigu-
ous areas in the image [12]. Yu et al. utilized the geostatistical Kriging spatial interpolation
method to interpolate missing data in the monthly averaged remote sensing images of the
sea surface chlorophyll-a concentration. The results indicated that the interpolation with
the Kriging method could reflect the spatiotemporal variation patterns of the chlorophyll-a
concentration in marine areas. The root means square error (RMSE) of the reconstruction re-
sults averaged 0.46, with an average standardized RMSE of 2.61 [13]. The DINEOF method
is based on the principles of empirical orthogonal function (EOF) and data interpolation,
aiming to remove noise and fill in missing values from the observation dataset, thereby
obtaining a more complete and smoother spatial and temporal scene [14–20]. Sheng et al.
successfully reconstructed the SST data in the Yangtze River Estuary and parts of the South
China Sea using the DINEOF algorithm, achieving a reconstruction accuracy of 0.94 ◦C.
Furthermore, the effectiveness of DINEOF was tested using data from the South China
Sea, with a reconstruction accuracy of 0.81 ◦C [21]. Due to the use of spatial correlation to
estimate interpolation, these methods are simple and easy to use but have strict assump-
tions about the distribution of data, which may make it difficult to effectively capture
the complex relationships of data. Machine-learning methods can automatically analyze
data and use patterns to predict unknown data in a supervised or unsupervised manner.
Artificial neural networks (ANN), support vector machines (SVM), and random forests
(RF) are some common machine-learning methods. Jouini M et al. used an artificial neural
network self-organizing mapping (SOM) algorithm to reconstruct missing values in satel-
lite chlorophyll-a concentration product data in the western North Atlantic region. They
used sea surface temperature SST and altitude (SSH) data as predictive factors for CHL
estimation. The results showed that in the presence of thick clouds, SOM reconstruction of
chlorophyll-a data was also reliable at scales greater than 10 km [22]. Park et al. used an
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ensemble machine-learning method based on random forests to reconstruct chlorophyll
in the Ross Sea, and the results showed that the reconstructed CHL data was consistent
with satellite measurements [23]. However, machine-learning models are relatively shallow
and have limited processing capabilities for highly complex non-linear features. With the
advancement of artificial intelligence technology, deep-learning methods have demon-
strated outstanding performance in reconstructing missing data. For example, techniques
such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs)
have been widely employed for the spatial reconstruction of satellite remote sensing data,
yielding reliable results in terms of accuracy and computational efficiency. These methods
introduce non-linear transformations, enabling the effective capturing of complex spatial
distributions and temporal dependencies in the data, thus better learning from the data
and predicting intricate trends, making them emerging solutions for data reconstruction.
Krasnopolsky et al. employed neural network technology (NN) to reconstruct ocean color
data globally based on physical variables measured by satellites (such as SST, SSH, SSS,
and in situ Argo data). This method offers an accurate and cost-effective approach to fill in
the gaps in satellite observations [24].

The Data Interpolation Convolutional Autoencoder (DINCAE) proposed by Barth
et al. adopts an OI-based convolutional autoencoder structure [25]. Unlike traditional
linear-assumption-based OI methods, DINCAE endows OI with non-linear interpretability
through a series of convolutional operations. DINCAE has successfully addressed the
limitations of DINEOF in handling non-linear relationships in time and space domains.
By fully utilizing the powerful capabilities of neural networks, DINCAE can effectively
handle complex interactions and non-linear relationships. Li et al. proposed the T-DINCAE
method based on the original DINCAE, incorporating Convolutional LSTM (ConvLSTM)
to enhance the extraction of temporal features from data. They applied both DINCAE
and T-DINCAE methods to reconstruct sea surface temperature data from MODIS in the
South China Sea for the period 2002–2022. Through cross-validation and comparison
with Argo buoy data, the results demon-strated that the T-DINCAE method achieves
superior reconstruction performance [26]. Xiong used the DINCAE method to reconstruct
chlorophyll-a concentration data in the South China Sea and compared it with DINEOF.
They evaluated the reconstruction ability of these two methods using cross-validation data.
The reconstruction error of DINCAE was lower than that of DINEOF, and it was able to
retain more small-scale detail features of the original image, confirming the superiority of
the DINCAE reconstruction algorithm [27]. Traditional neural network training requires
complete datasets, which are often lacking in satellite remote sensing image reconstruction.
In contrast, the DINCAE algorithm can utilize missing data for network training, making it
widely applicable in satellite remote sensing image reconstruction.

Improving the width and depth of CNNs enhances their performance. However,
with an increased depth and width, the parameter counts rise, posing risks of overfitting
and escalating the computational complexity. Hence, in this study, an improved DINCAE
(I-DINCAE) model was adopted to reconstruct SST data in the South China Sea. The
introduction of an Inception module to the DINCAE network augments its generalization
and structural expression capabilities via multiple convolutional kernels of various scales,
significantly boosting feature learning [28]. This module applies convolutional operations
of different scales to input feature maps, progressively expanding the receptive field of
the network. Subsequently, the obtained feature maps are connected to better understand
the global information and contextual relationships in images. Compared to the original
DINCAE, this approach can improve reconstruction accuracy.

The article’s remaining sections are organized as follows: The overview of the South
China Sea and the data sources utilized are presented in Section 2. Section 3 provides
an in-depth explanation of the methods used in this study, combined with a flowchart
to aid in mastering the methodology presented in this paper. Section 4 shows the results
and discusses potential directions for further research. Finally, Section 5 presents the
conclusions of this study.
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2. Study Area and Data
2.1. Study Area

The South China Sea (SCS) and its surrounding waters (5–20◦N, 105–120◦E) were
chosen as the study area (Figure 1). As the largest continental margin sea in the western
Pacific, the SCS is primarily influenced by the East Asian monsoon system. It presents a
complex and variable circulation structure and is susceptible to various mesoscale oceanic
phenomena such as eddies, fronts, and upwelling among others [29]. Precipitation is plenti-
ful in the South China Sea, with consistently high temperatures throughout the year, which
shows a typical tropical oceanic monsoon climate. Temperature fluctuations are minimal
across the year, ranging from approximately 23 ◦C to 26 ◦C in the north, 26 ◦C to 27 ◦C in
the middle, and 27 ◦C to 28 ◦C in the south, with peak temperatures reaching 31 ◦C to 32 ◦C.
The overall terrain of the SCS is diverse and intricate, characterized by numerous coral reefs
and islands. Its climate is monsoonal year-round, with distinct seasonal variations [30].
Given the unique geographical positioning of the SCS, its circulation patterns, and the
presence of multi-temporal and spatial atmospheric systems, it has emerged as a pivotal
region for studying ocean–atmosphere interactions [31]. To gain a deeper insight into
the temporal and spatial fluctuations of these oceanic processes across different scales, a
high-resolution and complete SST dataset is deemed essential [32].
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2.2. Satellite and In situ Data

This study used FY-3C infrared data provided by the National Satellite Meteorological
Center to acquire Level 2 daily SST products (http://data.nsmc.org.cn/ (accessed on 12
June 2023)). The infrared data employed are Visible and Infrared Radiometer (VIRR)
SST, featuring a spatial resolution of 0.05◦ × 0.05◦ and a temporal resolution of 1 day.
It is restored in the format of Hierarchical Data Format (HDF). Infrared SST products
include daytime and nighttime SST products. Due to varying solar radiation angles, SST
displays notable vertical variations during the daytime, while the vertical structure of
nighttime temperatures remains relatively stable [33]. Therefore, when employing on-site
measurement data as the reference data, nighttime SST is chosen to mitigate the impact
of daytime heating on the upper ocean. This study utilized nighttime SST products with
a resolution of 5 km captured daily at 22:30 local time. The dataset spans from 2016
to 2019, with the SST product accessed freely from the Fengyun Satellite Data Centre
(http://data.nsmc.org.cn/ (accessed on 12 June 2023)) [34–36].

In the study, the images are sized at 300 × 300 pixels. Due to factors like cloud
cover, the dataset lacks 60% of ocean pixels, exhibiting irregular distribution in both
time and space. Figure 2 depicts the daily coverage, with the minimum daily spatial
coverage falling below 1% and the maximum exceeding 80%. Particularly during summer,
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influenced heavily by weather and cloud conditions, the coverage is generally low. Figure 3
illustrates the missing rate of each pixel in the study area, with the majority of pixels
exhibiting a missing rate above 50%. To ensure the reliability of the results, images with a
cloud cover greater than 98% were excluded from the analysis, following a methodology
referenced from previous studies [37]. Ultimately, 1295 images were selected as the dataset
for the study.
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In situ data are obtained from the Center for Satellite Applications and Research
(STAR) of the NOAA SST Quality Monitor system (iQuam) (http://www.star.nesdis.noaa.
gov/sod/sst/iquam/index.html (accessed on 12 June 2023)). This study utilized data
spanning from 1 January 2016 to 31 December 2019. To ensure alignment with satellite data,
observations were gathered from the period of 21:00 to 24:00 each night, amounting to a total
of 31,213 data points. The dataset aggregates ocean observation data obtained from seven
different platforms, including ships, buoys, and others. The files retain various information,
including time, longitude, latitude, measurement types, sea surface temperature, wind
direction, and wind speed, among others. This system evaluates and manages the quality of
the observed SST data provided by the Global Telecommunication System (GTS), classifying
it into quality levels ranging from 1 to 5 [38]. This study utilizes the highest-quality
observational data to calibrate the satellite data and validate the model.

3. Methods

The flowchart illustrating the generation of high-precision, fully covered daily SST data
from incomplete satellite data is presented in Figure 4. This approach mainly comprises
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two parts: (1) Reconstruction of missing data based on an I-DINCAE. Daily SST product
data from FY-3C (2016–2019) were selected to construct the SST time series dataset, and
an I-DINCAE algorithm was employed to build a deep-learning model for reconstructing
missing data. The quality of the reconstructed data by the I-DINCAE algorithm was evalu-
ated and compared with the results from the original DINCAE algorithm to demonstrate
the reliability of the I-DINCAE algorithm in reconstructing ocean data. (2) Adjustment of
the reconstructed SST through a deep neural network using in situ data. In situ data were
used as reference ground truth, and the reconstructed SST data were matched spatiotempo-
rally with in situ data. A 5-fold cross-validation method was employed to build the deep
neural network model and correct the reconstructed SST data. Subsequent sections offer a
comprehensive introduction to these two components.
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3.1. Reconstruction of SST Based on I-DINCAE
3.1.1. Satellite Data Preprocessing

Before generating the training dataset, it is necessary to preprocess the SST data to meet
the network input requirements. The size of the input dataset is 10 × 300 × 300 × 1295,
representing the input dimensionality, latitude of grid points, longitude of grid points, and
number of days, respectively [39]. The inputs and outputs are illustrated in Table 1.
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Table 1. List of parameters for the I-DINCAE model.

Variables

Input parameters

SST anomalies are scaled by the inverse of the error variance
(the scaled anomaly is zero when data are absent)

The inverse of the error variance (zero when data are absent)

Scaled SST anomalies of the previous day

Inverse error variance of the previous day

Scaled SST anomalies of the next day

Inverse error variance of the next day

Longitude (scaled linearly between −1 and 1)

Latitude (scaled linearly between −1 and 1)

Cosine of the day of the year divided by 365.25

Sine of the day of the year divided by 365.25

Output parameters SST scaled by the inverse of the expected error variance

logarithm of the inverse of the expected error variance

3.1.2. I-DINCAE Network Structure

The Data Interpolation Convolutional Autoencoder (DINCAE) comprises an encoder
and a decoder. To extract the main features of the input data, the encoder maps the input
data to the latent space through a series of convolutional and pooling layers [40]. Then,
the decoder maps the representations in the latent space back to the original input space,
aiming to accurately reconstruct the original input data. This process helps the network
learn how to maintain key information from input data, guiding the neural network to
learn mapping relationships to achieve reconstructed outputs.

The I-DINCAE network incorporates a module for multi-scale feature extraction from
the encoder outputs. By employing convolution kernels of varying sizes on the feature
maps of the intermediate layer to enrich the features learned by the model, these results
are concatenated and consolidated through 1 × 1 convolutional layers. Additionally, the
outputs of decoders at different levels are resampled and concatenated to form a more
comprehensive feature representation, enhancing the model’s accuracy in data reconstruc-
tion. The complete network structure is depicted in Figure 5, which visually illustrates the
innovative design of multi-scale feature extraction in I-DINCAE. Figure 6 illustrates the
inception module. This module employs two sets of 1 × 1, 3 × 3, and 5 × 5 convolution
kernels, followed by fusion of the feature maps obtained from different convolution kernels,
and, ultimately, inputting the fused feature maps into a 1 × 1 convolutional kernel to
reduce dimensionality and enhance the network’s generalization ability.

The input dataset has a size of 10 × 300 × 300 × 1295. During the training phase,
due to the limitations of GPU memory, the dataset needs to be divided into multiple
batches. In this study, each batch consists of 50 images, resulting in a total of 25 batches
(with the last batch containing 45 images). The input data are fed into the model as an
array of size 10 × 300 × 300 × 50. The network structure of DINCAE is divided into five
parts (Figure 5): the input layer, encoding layer, fully connected layer, decoding layer, and
output layer. The input layer is used to receive the training dataset (during the training
phase) and the testing dataset (during the reconstruction phase). In the input layer, noise
is randomly added to the data. In the encoding layer, the convolutional kernel size is
(3 × 3); the size of the pooling layer is (2 × 2); and the stride size is (2 × 2). The encoder
extracts image features through convolutional layers and max pooling layers, gradually
capturing information from a larger receptive field. The filter sizes are 16, 24, 36, and
54, respectively. The fully connected layer is used to non-linearly combine the extracted
features. Two fully connected layers are configured to have sizes of N/5 and N, respectively.
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The decoder utilizes transposed convolutional layers and interpolation layers with nearest-
neighbor interpolation to perform up-sampling of feature maps. To better capture fine-scale
information lost in the encoding layer and fully connected layers, the output of the pooling
layer is skipped and connected directly to the interpolation layer for up-sampling. The
output size is 300 × 300 × 2, which includes the reciprocal of the scaled SST expected
error variance (Yij1) and the logarithm of the expected error variance (Yij2). The formulae
for the reconstructed SST anomalies (ŷij) and their corresponding error variances (σ̂2

ij) are
as follows:

σ̂2
ij =

1
max(exp(min(Yij1,γ)),δ)

’ (1)

ŷij = Yij2σ̂2
ij (2)

where γ = 10 and δ = 10−3 °C−2, introducing these two constants to avoid division by zero.
The subscripts i and j represent the position of each grid, and max and min denote the
maximum and minimum functions.
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During the process of reconstructing missing data using I-DINCAE, the model de-
termines the usage of data based on whether the data generator is marked for training or
testing mode during invocation. In training mode, the data generator introduces noise to
the input data to simulate missing data, thereby increasing the randomness of the training
process. In the testing mode, the data generator applies randomly selected cloud masks
to mask the input data (i.e., simulating missing data by randomly selecting a cloud cover-
age scenario from a mini-batch), where the masked data are used for computing the loss.
Throughout this process, the model continually optimizes to achieve the best reconstruction
results. The loss function of the convolutional autoencoder is:
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J
(
ŷij, σ̂ij

)
= 1

2N ∑
ij

[( yij−ŷij
σ̂ij

)2
+ log

(
σ̂2

ij

)
+ 2log

(√
2π

)]
(3)

where yij and N are the occluded data of each grid and the number of occluded data
during optimization, respectively. The first item is calculated from the standard deviation
of error. The second item is to reduce the variance of the error standard deviation, which is
a regularization term used to punish overestimation behavior and prevent overfitting. The
third term is to normalize a constant (i.e., ignore the term).

To mitigate overfitting during neural network training, four methods proposed by
the DINCAE model are utilized: (1) introducing dropout to randomly deactivate neurons;
(2) adding Gaussian noise to the input data; (3) incorporating regularization terms into
the Adam optimizer and adding penalty terms to the loss function to constrain model
complexity; And (4) using the Leaky-RELU function instead of the traditional RELU
function to alleviate the speed of gradient descent. The Gaussian noise parameter, dropout
parameter, and regularization parameter are set to 0.05, 0.3, and 0, respectively.

3.2. Improvement for Reconstructed SST Data

The deviation between satellite data and in situ data, especially the difference be-
tween data with relatively low accuracy, may affect the accuracy of the final data to some
extent. Deep neural networks, by learning intricate non-linear network structures, can
approximate complex functions more accurately, thereby better describing the complex
relationships between data. Importantly, deep neural network models can automatically
extract key factors influencing data discrepancies by learning features from a large number
of sample data, and establish non-linear mapping relationships between these factors and
data discrepancies. The model can automatically adjust the predicted results based on input
data to reduce the discrepancies and improve the accuracy of the final data. Therefore, it
is adopted to establish the relationship between reconstructed SST and in situ data, while
considering their time and geographic location information [29,41,42]. The main purpose of
the improvement is to correct the deviation between the reconstructed SST data and the in
situ data, thereby improving the data accuracy at the pixel level and ultimately producing
a higher precise SST dataset.

3.2.1. Data Matching

Based on the location information of the measurement data, this study matched
corresponding pixels within a set time window of 1.5 h using the iQuam SST dataset,
resulting in a total of 31,213 data points being matched. Among them, 80% of the data
was randomly selected as the training set, and the remaining 20% was used as the test set.
Figure 7 illustrates the distribution of matched data points. The data almost cover the entire
research area.
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Due to the different units of input data, it is necessary to eliminate differences be-
tween dimensions. Standardized normal distribution data were obtained by the standard
normalization method. The normalization parameters are calculated as follows:

x* = x−µ
σ

(4)

where x is the original input parameter value, µ is the mean of the parameter, and σ signifies
the standard deviation.

3.2.2. Deep Neural Network

The backpropagation algorithm, serving as the central element of DNN, continually
adjusts the numerical values of w and b, to minimize the error until it satisfies the accuracy
requirements. Through continuous training, the loss function decreases, and the minimum
parameter value is used as the model parameter. The choice of structural parameters can
also influence the training outcomes under various practical scenarios. Furthermore, the
selection of suitable loss functions and optimizers can enhance the accuracy of network
models and expedite network training. The calculation formula for weights and biases in
the backpropagation algorithm is:

w* = w − α
∂J(w,b)

∂w
(5)

b* = b − α
∂J(w,b)

∂b
(6)

where w* and w represent the updated and previous weights, respectively; b* and b are the
updated and previous biases, respectively; α is the manually set learning rate; and J(w, b)
denotes the model’s loss function. Through successive iterations of gradient descent, the
optimal parameters w* and b* are attained.

Figure 8 displays the structure of the model. This model is a 5-layer DNN model, with
the first layer being the input layer, the second layer consisting of 16 hidden nodes, the
third layer consisting of 32 hidden nodes, the fourth layer consisting of 64 hidden nodes,
and the final output layer consisting of 1 hidden node. In this network, the inputs are
latitude, longitude, time, and reconstructed SST temperature values, while the output is
in situ measured data. During training, a five-fold cross-validation method is employed,
dividing the training dataset into five non-overlapping subsets. Each subset alternates
as the validation dataset, while the remaining four subsets are combined as the training
dataset, conducting five independent experiments to assess the model’s generalization
capability more robustly. Throughout the training process, the model is trained using
a backpropagation algorithm, automatically adjusting parameters. Through multiple
iterations of training, an optimal model is ultimately determined. Finally, the model’s
performance is evaluated using an independent test dataset. The model selects the ReLU
function and utilizes the Adam optimizer for optimization.
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4. Results and Discussion
4.1. Validation of Reconstructed SST

To evaluate the accuracy of the reconstruction method, cross-validation was performed.
In this process, cloud masks were extracted from the first 50 images of the SST data time
series, and these masks were randomly applied to the last 50 images to generate the valida-
tion dataset. The validation dataset was not involved in the training and reconstruction
processes. The cross-validation set comprised 1,048,575 valid overlapping pixels.

The model underwent 1000 iterations, generating a reconstruction output every
10 iterations. The reconstructed data and raw data generated by the DINCAE algorithm, as
well as the I-DINCAE algorithm, were evaluated for relevant parameters, including the
determination coefficient (R2), Root Mean Square Error (RMSE), and Mean Absolute Error
(MAE). The correlation between the reconstructed data using the DINCAE algorithm and
the original data is 0.92, with an RMSE of 0.42 ◦C and an MAE of 0.28 ◦C. The I-DINCAE
algorithm exhibits a higher correlation, reaching 0.95, with an RMSE of 0.36 ◦C and an
MAE of 0.24 ◦C. The scatter density plot in Figure 9 illustrates the distribution of the data,
with color coding reflecting the frequency of the scatter. Each scatter represents a pair of
values from the original data and the corresponding reconstructed data. The color depth
indicates the frequency of the combination. By observing the distribution in the graph,
one can intuitively grasp the relationship and differences between the reconstructed data
and the original data. It is noteworthy that the I-DINCAE algorithm demonstrates a lower
RMSE and is closer to the one-to-one fitting line. The spatial distribution of errors (mean
bias and standard deviation) between the reconstructed SST and in situ data is shown in
Figure 10. It can be seen that the average deviation and standard deviation of error in
coastal areas are relatively high.

To further verify the spatial reconstruction capability, data from 20th December 2019
were selected, and the spatial distribution of the original and reconstructed data was com-
pared. In Figure 11, (a) represents the original SST data image, (b) depicts the reconstructed
image using the I-DINCAE algorithm, and (c) shows the scatter plot of the reconstructed
data and corresponding original data at the location on 20th December 2019. Figure (c)
demonstrates a correlation of 0.96, RMSE of 0.34 ◦C, and a bias of 0.12 ◦C between the
reconstructed data and the original data, indicating a good consistency between them.
From the figure, it is evident that the reconstructed results can reflect the distribution trend
of the original SST image. During winter, the SST in coastal areas is lower compared to that
in nearby ocean regions, which is consistent with the difference in heat capacity between
seawater and land.
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4.2. Adjustment of the Reconstructed SST

To verify the accuracy of the adjusted SST, the test dataset was fed into the trained DNN
model, and the RMSE and MAE between the temperature values generated by the model
and the in situ data were calculated. These error metrics provide important information
for evaluating the performance of the DNN model and the accuracy of reconstructed SST.
The results are detailed in Table 2. The RMSE and MAE of the reconstructed data are
1.826 ◦C and 1.415 ◦C, respectively, showing significant discrepancies with the measured
data. After a calibration by the DNN model, the RMSE and MAE become 0.466 ◦C and
0.296 ◦C, respectively. From the results, it is evident that the accuracy of the adjusted SST
data has improved significantly.

To further validate the effectiveness of the DNN model, SST data from four different
dates representing different seasons (1 March 2019, 22 June 2019, 24 September 2019,
and 20 December 2019) were selected to assess the correlation between the original data,
reconstructed data, and adjusted data with in situ data. These four days’ data were not
used for training. Among these four days, a total of 42 in situ data points spatially and
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temporally matched the satellite SST data. The spatial distribution of these points is shown
in Figure 1. Figure 12 illustrates the correlation between the original data, reconstructed
data, and adjusted data with in situ data. The R-squared value between the original data
and in situ data is 0.84, with an RMSE of 1.26 ◦C. The R-squared value for the reconstructed
data compared to in situ data is 0.83, with an RMSE of 1.21 ◦C. The adjusted data have an
R-squared value of 0.93 and an RMSE of 0.59 ◦C when compared to the in situ data. The
adjusted SST data (red) have the highest consistency with the in situ data.

Table 2. Comparison of accuracy before and after improvement.

Data RMSE (◦C) MAE (◦C)

Reconstructed SST 1.826 1.415
Improved SST 0.466 0.296
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4.3. Seasonal Analysis on Improved Reconstructed SST

A seasonal analysis was conducted on the daily reconstructed SST data for January,
April, July, and October 2019. Figure 13 illustrates the spatial distribution of SST products
generated in different seasons. It can be visually observed that the SST in the South China
Sea exhibits significant seasonal variations, influenced by factors such as solar radiation,
air–sea heat exchange, and ocean currents, resulting in higher temperatures in summer and
lower temperatures in winter. Moreover, there exists a spatial gradient in SST across the
South China Sea, influenced by factors including ocean currents, coastal geography, and
distance from land. Typically, temperatures are higher in the central and southern regions
compared to the northern regions.

Utilizing the I-DINCAE method for reconstructing SST data and adjusting SST data
through deep neural networks, the RMSE and correlation coefficient (R) of SST data
generated in different seasons were compared using on-site measurement data as the
real benchmark (Figure 14). In spring, the RMSE decreased from 1.42 ◦C to 0.56 ◦C, while
the R increased from 0.76 to 0.96. In summer, the RMSE decreased from 2.33 ◦C to 0.50 ◦C,
with the R increasing from 0.22 to 0.74. For autumn, the RMSE decreased from 2.13 ◦C
to 0.59 ◦C, while the R increased from 0.49 to 0.85. In winter, the RMSE decreased from
1.58 ◦C to 0.70 ◦C, with the R increasing from 0.66 to 0.90. These results indicate that the
data generated by the I-DINCAE method and deep neural network method exhibit a good
correlation with the measured data, with a correlation coefficient ranging from 0.72 to
0.95. The RMSE of the generated SST data has also significantly decreased. This suggests
that the adjusted SST data have a good consistency and accuracy with the measurement
data. However, the performance of summer data in this evaluation was subpar, which
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may be primarily attributed to weather conditions. Due to the instability of summer
weather conditions, the high masking rate during data collection affects the training and
performance of the model. Additionally, the relatively low coverage during summer may
pose challenges with data loss and noise, thereby impacting the accurate reconstruction of
the data. Hence, under such weather conditions, the decrease in data quality may affect the
accuracy of predictions in summer.
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5. Discussion

This study employed the I-DINCAE algorithm to reconstruct the SST data, effectively
filling in the data gaps and increasing the coverage of the SST data to nearly 100%. Subse-
quently, further enhancements were made to the reconstructed SST through a deep neural
network (DNN). By correcting significant discrepancies between SST in satellite data and
measured data, the accuracy of the SST data was enhanced, resulting in more precise SST
data. Although a certain level of accuracy was achieved, there are still areas for research
and improvement:

(1) The autoencoder in I-DINCAE smooths the data, inevitably leading to the loss of
some small-scale information. Although I-DINCAE can capture non-linear and abrupt
relationships, thereby addressing some issues, future research could involve inputting
multiple variables (such as temperature, salinity, wind field, etc.) into I-DINCAE to explore
deeper relationships and establish a more comprehensive deep-learning model.

(2) The input matrix shape of the I-DINCAE model, determined by the fully connected
layers, restricts the model from training and predicting in a single region, thus reducing
its versatility. To predict in different regions, a new model needs to be trained for each
region of interest. However, the applicability of this model is limited due to the lengthy
training process, requiring long data sequences and iterations, as well as complex data and
operational requirements. Future improvements could involve enhancing the model’s gen-
eralization capability and versatility by simultaneously extracting features from multiple
geographical regions.

(3) Due to the limited availability of data sources used in the experiment, there was
a shortage of effective data during the summer, resulting in a lower reconstruction accu-
racy during that season, which imposed certain limitations on the accuracy of the recon-
struction results. Therefore, considering other sources of SST products and integrating
them with existing data could improve the coverage of effective data and achieve better
reconstruction results.

(4) Moreover, this study only utilized four years of SST data due to data constraints.
To gain a more comprehensive understanding of SST trends and patterns, future research
could extend to longer time series data.

6. Conclusions

This study proposes a deep-learning-based data reconstruction method that is aimed
at generating high-resolution seamless daily SST data for the South China Sea from 2016 to
2019. Initially, the I-DINCAE algorithm is employed to reconstruct missing FY-3C SST data,
effectively enhancing the coverage of SST products. A quantitative analysis demonstrates
the effectiveness of the I-DINCAE algorithm in reconstructing SST data, with the R2 of
0.95, the RMSE of 0.36 ◦C, and the MAE of 0.24 ◦C, outperforming the DINCAE algorithm.
Subsequently, by introducing a DNN model and in situ measurements, the reconstructed
SST data are further refined to improve the accuracy of the SST products. Compared to
the in situ measurements, the results after calibration show the RMSE of 0.466 ◦C and
MAE of 0.296 ◦C. Lastly, at the seasonal scale, SST variations exhibit pronounced seasonal
characteristics, with higher sea surface temperatures influenced by warm currents and
tropical monsoons in summer, and relatively lower temperatures in the northern South
China Sea due to monsoons and the upwelling of cold water in winter. This study not
only advances the application of the DINCAE algorithm but also refines SST data through
the introduction of a DNN, providing comprehensive and accurate SST information for
the South China Sea. The method can be used for global-scale sea surface temperature
reconstruction and further contributes to research and applications in global and regional
climate studies.
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